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Abstract
This thesis presents an analysis of the VISUAL MONO-SLAM algorithm used to create sparse con-

sistent 3D maps in real-time from images perceived by a monocular hand-heldcamera developed by
Davison et al. [13,16,20]. To understand the workings of VISUAL MONO-SLAM, foundations concern-
ing camera models and lens distortion are presented and followed by an excursion about visual features
and image procession techniques. The concept of the Extended Kalman filter is introduced and it is
shown how an Extended Kalman filter can be used to obtain both a 6D pose estimation for the camera
and position estimates for feature points in a 3D coordinate frame. An encoding for 3D point estima-
tions using inverse depth is presented, allowing for immediate feature initializationwithout any prior
knowledge about the depth of the feature point. It is shown that this encoding performs well even for
features at great depth showing small or no parallax in contrast to conventional XYZ encoding. To save
computational load a conversion mechanism from inverse depth encoding tocommon 3 dimensional
XYZ encoding for features showing high parallax is discussed. An implementation using OPENCV and
OPENGL is used to evaluate the discussed methods in a simulation, on provided sample image sequences
and with a real time camera.

Zusammenfassung
Die vorliegende Arbeit beschreibt die Funktionsweise des VISUAL MONO-SLAM Algorithmus zur

Erstellung von d̈unn besetzten 3D Karten vorgestellt von Davison et al. [13, 16, 20]. AlsSensor zur
Kartenerstellung dient eine einfache handelsübliche Webcam, die per Hand durch die Umgebung geführt
wird. Um den VISUAL MONO-SLAM Ansatz besser verständlich zu machen werden als Grundlagen
ein einfaches Kameramodell und seine Erweiterungen zur Behandlung von Linsenfehlern vorgestellt und
durch ein Kapitel zur Erkennung von besonderen Bildmerkmalen und verschiedenen Bildverarbeitung-
stechniken abgerundet. Das Konzept des Erweiterten Kalman-Filters wirdvorgestellt und am Beispiel
von VISUAL MONO-SLAM praktisch erl̈autert. Dabei wird gezeigt, wie man mit Hilfe des Erweiterten
Kalman-Filters sowohl die 6D Pose der Kamera als auch die 3D Positionen beobachteter Merkmale
im 3 dimensionalen Raum schätzen kann. Eine zusätzliche Repr̈asentationsm̈oglichkeit für 3D Punkte,
bei der die inverse Tiefe mit einfließt, ermöglicht eine sofortige Initialisierung von 3D Merkmalen im
Erweiterten Kalman-Filter ohne zusätzliche Informationen̈uber die r̈aumliche Tiefe des Merkmals zu
haben. Es wird gezeigt, dass diese Repräsentation, im Gegensatz zur gewöhnlichen XYZ Repr̈asentation
eines 3D Punktes, auch die korrekte Modellierung von Punkte in großer Entfernung mit wenig Parallaxe
ermöglicht. Um Rechenkapazität zu sparen wird gezeigt, wie Merkmale mit genügend kleiner Unsicher-
heit bez̈uglich ihrer Tiefe in eine geẅohnliche XYZ Repr̈asentation umgewandelt werden können. Um
die vorgestellten Methoden zu bewerten werden einige Experimente in einer Simulationsumgebung, mit
festen Bild-Sequenzen und einer in Echtzeit mit einer realen Kamera durchgeführt.
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Chapter 1

Introduction

1.1 Robotic Mapping

Map creation remains a very active field in the robotics and AI community. Especially in the domain of
mobile roboticsreliable sensor information and its comparison with a given model are crucialin order for
self-localization and meaningful navigation. To avoid tedious map creation byhand several approaches
for automatic map creation have emerged over the past years, with the so called SLAM-approach being
one of the most popular at the moment. A great overview over several techniques for map creation is
provided by Thrun in [46] and is recommended to familiarize oneself with this topic.

SLAM is short for Simultaneous Localization And Mapping and aggregates anumber of approaches
of automated map generation without any additionalposeknowledge apart from sensor information.
That means that while the map is constructed the robot has to correctly localizeitself in the map it has
constructed so far in order to expand the map with new sensor information. The interplay between map
construction and localization is crucial in SLAM: If the localization if faulty, new sensor information
added to the existing map will not be consistent, thus not resembling the environment. However if the
environment is not correctly modeled sensor information gathered by the robot will not correspond with
expected sensor measurements suggested by the map and the localization will become erroneous.

The underlying methods (for example probabilistic methods vs. non-probabilistic methods) to solve
the SLAM problem differ, oftentimes depending on the type of sensor information available and the time
constraints imposed by the application scenario (online map generation vs. batch-processing). Along
with the methods and sensor information the resulting maps will differ in their dimensionality (2D or
3D) and their representation of the environment (for example point cloudsor occupancy grids). Since
SLAM approaches can be discerned by a large amount of attributes, it becomes hard to strictly cluster
existing approaches in a meaningful way. In the following a short description of the state of the art in
SLAM will be given, distinguished first by the type of sensor employed.

1.1.1 Range finder based approaches

For many applications laser range finders are the sensor of choice. Laser range finders use laser light to
measure distances. Thus by rotating it with a known rotation at a fixed positionit becomes possible to
obtain 3D data points in a reference frame with the range finder at its origin. Dependent one the type
of laser range finder complete 3D rotation may be already built-in, thus onescanwill consist of a full
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2 CHAPTER 1. INTRODUCTION

3D point cloud around the range finder. Other sensor types just obtain distance measurements aligned
on a plane with a certain opening angle (for example an opening angle of 180◦would return distance
measurements of points in a plane to the sides and the front of the range finder). Accuracy, frame rate
and the type of scan (full 3D point cloud or plane) are in close correlationwith the money one is willing
to spend on the laser range finder. However it can generally be said thatlaser range finders provide
far better accuracy and higher frame rates than other common sensors measuring depth like sonar or
infra-red sensors. For 2 dimensional maps many successful approaches exist today, often employing
probabilistic methods like the Kalman filter and its derivatives (for examples please refer to [46]). A
inherent disadvantage of Kalman filter based approaches is that they aremonomodal, which means that
they can only model one hypothesis at a time. If the pose is lost in a monomodal system (i.e. if the error
between the estimation and the real state of the system grows too large) it is hardly ever recovered. To
address this problem techniques sustaining multiple hypotheses at a time were introduced. One example
for such a technique is the particle filter, where multiple hypotheses and their probability are maintained.
If the probability of a single particle becomes to small it is pruned and regularlynew particles a spawned
to prevent the system to differ to much from one of the sustained hypotheses. An example for a particle
filter based SLAM approach can be found in FASTSLAM by Hähnel et al. [23]. Furthermore particle
filters are often employed in Monte Carlo Localization, requireing a map of the environment and tackling
only the localization aspect of the SLAM problem.

However the vast amount of data obtained in 3 dimensional scans hampers the performance of prob-
abilistic approaches so that for full 6D SLAM (3 coordinates denoting position and 3 angles denoting
orientation) non-probabilistic approaches like scan-matching perform well as demonstrated in [35, 36].
Scan matching approaches usually try to fuse two partially overlapping 3D point clouds (scans) into a
larger consistent point cloud. As a first guess for the relative translation and orientation of the scans often-
times odometry information is used. This estimation is refined by minimizing the overall point-to-point
distances in both scans via ICP or other suitable algorithms. Thus 3D maps canbe built incrementally
by fusing a new scan with the already existing combined point cloud. If loopsare detected the created
map can be made globally consistent through an adaption of the algorithm of Luan Milios to 6DoF (see
Borrmann et al. [5]) or by the recently published ELCH algorithm of Sprickerhof [45].

1.1.2 Vision based approaches

Apart from range finders (including sonar, laser, infra-red and time-of-flight cameras), cameras are also
used to construct 3 dimensional maps. Basically 2 different types of cameras can be distinguished: Stereo
and mono cameras. Stereo cameras consist of at least two cameras which are arranged in a fixed position
to each other and observe the scene. Viatriangulation(explained later in section 2.4) stereo cameras are
able to obtain 3D information from the 2 dimensional data they perceive. Due tothe nature of image
data and image processing it is not possible to generate dense depth maps or3D point clouds for fast
real-time applications. Therefore 3D maps with vision based sensors are usually sparse and less suited
for scan mathing techniques. While the reduced amount of data in such sparse maps do not resemble a
complete 3 dimensional model of the environment, probabilistic methods become applicable again for
6D pose estimation.

For example Se, Lowe and Little use in [40, 41] a mobile robot platform equipped with a trinocular
stereo head employing SIFT features (see subsection 3.1.2) to gain 3D information from the robots
surroundings by epipolar geometry. A first guess for the egomotion of therobot is obtained by its
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1.1. ROBOTIC MAPPING 3

odometry and the stereo vision system is then used to improve to odometry estimationand determine the
position of the visual landmarks. Compared to other real-time visual SLAM approaches the obtained
maps are quite dense. To maintain a consistent map Se et al. use Kalman filter techniques to track
landmarks and model their uncertainty even in dynamic environments. Davisonand Kita [18] equiped
a robot with an active stereo head (featuring 4 degrees of rotational freedom) to sequentially create
sparse 3D maps on the fly for navigational purposes of the robot. One keypoint in their approach is the
matching of visual features by active vision, which means that features promising the most informational
gain are preferably matched. Once such a feature is determined the activehead can be driven to is
predicted position to obtain measurements. Davion and Kita applied an EKF based SLAM algorithm to
combine visual information with odometry and inclinometer information to allow for stable localization
in undulating terrain. A similar system is used in [19] by Davison and Murray,where they conduct several
experiments concerning automatic map growing and pruning as well as comparisons of their estimations
with ground truth. However off the shelf stereo systems pricing is above thelow-cost segment and
the calibration of self-made stereo cameras requires much fine tuning and tends to be sensitive towards
shaking often found on moving mobile robots.

If the pose of a single camera is known at each time, moving a single camera may likewise acquire 3D
information from images. In case of cameras mounted on top of a robot the current camera pose is usually
not known, but can only be estimated as a rough first guess by other sensor information like odometry.
For cameras not mounted on a robot, but hand-held devices and the like even these crude information are
not available to estimate their poses. Naturally pose estimation is crucial for single camera approaches,
since all depth measurements are dependent in the estimated camera poses. Thus single camera SLAM
becomes even a bit harder than the SLAM problem with a range sensor: A correct localization and pose
estimation is not only necessary to built a consistent map, but also to obtain measurements in the first
place. General insight in the domain of visual map generation with a single camera, apart from specific
approaches is provided by Lepetit and Fua in [28] where they presentan overview of miscellaneous 3D
tracking techniques of rigid objects with single cameras. Although 3D trackinghas not exactly the same
objective as SLAM, both topics are closely related in the case of monocular sensors and share a lot
methods.

Single camera techniques can be divided into two subcategories: The firsttype of approaches use
a complete sequence of multiple images to find suitable correspondences between each frame and uses
information of all images to estimate camera movement and 3D position of the identifiedfeatures. These
algorithms are off-line in their nature and thus the employed techniques do nothave to fulfill real-time
constraints. After initial estimations of camera movement and 3D positions of single features, methods
to reduce the global error may be applied and finally dense depth maps can be constructed for the given
scene. This approach is often calledstructure from motionin the literature and various solutions can be
found in the computer vision community. In [21] Fitzgibbon and Zisserman use amulti-step approach to
recover geometric information from given video sequences. In a first phase stable features are detected
over all input images. In a second step the features are matched and their 3D position is estimated.
Afterwards other steps using triangulation and plane fitting are applied to finallygenerate a VRML
scene of the observed geometry. Sato et al. [39] estimate 3D positions of features through a multi-
baseline approache and fuse the resulting depth maps in a voxel space model of the environment. A
few predifined markers with known 3D positions are sufficient to scale the positions of automatically
generated feature points in a consistent manner. Pollefeys et al. describe in [38] an approach to recover
3D information from uncalibrated video sequences. The resultant textured 3D models are fused in an
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4 CHAPTER 1. INTRODUCTION

exemplary application with real video sequences to create a new virtually augmented scene.
Other approaches do not analyze a complete sequence of images, but incrementally incorporate in-

formation gathered from a single image in their estimations before considering the next image. While
such an approach inhibits an analysis and reduction of the overall errorit potentially allows for online or
real-time map creation, since only the current image has to be processed. Currently the method of choice
for pose estimation of the camera and estimation of feature positions is the Extended Kalman Filter. One
of the forerunners in this domain is Andrew Davison who in collaboration with others publishes exten-
sively on this topic [11–13, 16, 17, 20, 33]. Usually such approachesneed a certain number of features
with known positions in order to work and new features have to be observed over a certain period to
guess their depth before they can be added to the EKF. Recently Davison,Civera et al. introduced an al-
ternative feature representation. By representing a 3D point by a 6 dimensional vector employing inverse
depth, new features can be added without any prior knowledge and contribute to overall state estimation
even if they show little or no parallax.

The purpose of this thesis is to introduce the reader to this novel approach. Firstly the needed back-
ground knowledge concerning camera models and image processing will beprovided. Afterwards the
underlying mechanisms of the VISUAL MONO-SLAM algorithm without prior knowledge as presented
by Civera, Davison and Montiel in [13] are discussed and analysed in detail. The main focus is the com-
plete derivation of the EKF mathematics and their meaning in VISUAL MONO-SLAM, with additional
information concerning an inverse depth representation of 3D points compared to the conventional XYZ
representation. The discussed methods are evaluated in a simulated environment and with real image
sequences to provide the reader with information concerning the quality of the VISUAL MONO-SLAM
approach.

1.2 Thesis Outline

Chapter 1: A short explanation of the SLAM problem along with different solution approaches. Fur-
thermore an outline of the complete thesis.

Chapter 2: An introduction to the basic theoretical camera model commonly used in computervision
and its extensions to better fit real world cameras.

Chapter 3: A description of different image interest operators, including Harris Corners, SIFT and
SURF descriptors. This is followed by some general remarks about image processing, the benefits
of integral images and a mechanism to compare image patches.

Chapter 4: An in-depth analysis of the VISUAL MONO-SLAM algorithm. This includes a brief intro-
duction of the Extended Kalman Filter and how this concepts can be used to correctly model the
specific demands of the VISUAL MONO-SLAM application. Furthermore two alternative encod-
ing methods for a given 3D point and their adavantages and disadvantages are discussed.

Chapter 5: To evaluate the workings of VISUAL MONO-SLAM a simulation environment is presented
along with results obtained from the simulation. Practical evaluation for givenimage sequences
using Shi-Tomasi based features and SURF are compared qualitatively and presented alongside
real-time experimental results.

Chapter 6: This chapter concludes the thesis, presenting the findings, open topics for future work and
remarks.
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Chapter 2

Camera

As mentioned in the introduction in chapter 1 the only sensor information in Mono-SLAM is gathered
from a standard low-cost USB digital camera. Low-cost devices typicallyuse a CMOS sensor and do
not exceed an image resolution of640× 480 pixels.

The following chapter will first introduce an ideal basic camera model in section 2.1 and show how
this ideal model can be modified with a distortion model (section 2.2) to better fit theimperfections found
in real camera lenses. How to estimate model parameters for the distortion model will be discussed in
section 2.3. The remainder of this chapter will explain in section 2.4 how to estimate3D positions from
the collected 2D data in subsequent camera images.

2.1 The Pinhole Camera Model

This section will first introduce the basicpinhole camera modelin subsection 2.1.1. Although the model
requires some assumptions lacking in real cameras it still allows for a reasonable first approximation. Due
to its mathematical convenience and simplicity it is nowadays widely used in the domainof computer
vision and computer graphics. In subsection 2.1.2 some relaxations of the assumptions of the basic model
presented in 2.1.1 are introduced to better emulate properties found in real cameras.

2.1.1 The basic model

The pinhole camera model consists of 2 dimensional plane, dividing a 3 dimensional coordinate system.
The two dimensional plane is referred to as thepinhole planeand it features an infinitesimal hole (the
eponymouspinhole). The pinhole corresponds to the originO of the 3 dimensional camera coordinate
system and is also known as theoptical centerof the camera. The coordinate axes are referred to as
Xc, Yc andZc, whereXc points to the side of the camera,Yc points up andZc is pointing in the viewing
direction of the camera. Thus the plane generated byXc andYc corresponds with the pinhole plane. The
Zc-axis is often referred to as theoptical axisor principal axis. Theimage planeis parallel to the pinhole
plane and located at distancef, f > 0 from the originO along the negativeZc-axis. The intersection
of the image plane with the negativeZc-axis is calledprincipal pointor image centerand denoted asR.
The 3 dimensional world in front of the pinhole camera (i.e. in direction of the positiveZc-axis) will be
projected through the aperture on the image plane. The distance between image plane and pinhole plane
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6 CHAPTER 2. CAMERA
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Figure 2.1: Pinhole camera model. The red lines indicates the displacement from the optical centerO in Xc, Yc

andZc direction forPi, while the blue lines show the displacement of the projection Qi from the image center
R. The ray from pointPi through the optical centerO to its projectionQi is shown in green. The focal lengthf
defines the distance between the pinhole plane and the image plane.

is thefocal lengthof the pinhole camera.
Since the model assumes the pinhole to be of infinitesimal size, from any 3 dimensional pointPi =

(xi, yi, zi)
T , zi > 0, exactly one ray of light will pass through the pinhole and project this pointon the

image plane at its image coordinatesQi = (ui, vi)
T . According to the intercept theorems the following

equation holds:
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−−vi
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(
xi

zi
yi

zi
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=⇒
(

−ui
−vi

)

=

(
xi

zi
f

yi

zi
f

)

(2.1)

Due to this assumption the projection of the 3 dimensional world on the image plane isalways in focus.
The projection of a pointPi through the optical center onto the image plane is depicted in Figure 2.1.

While the image coordinates(ui, vi) for any pointPi are uniquely determined by the focal lengthf ,
the reverse cannot be determined. Two 3 dimensional pointsPi andPj are projected on the same image
coordinate, ifxi

zi
=

xj

zj
and yi

zi
=

yj

zj
hold. That means for a given pair of image coordinates(ui, vi)

T any

3 dimensional pointPi = (xi, yi, zi)
T , zi > 0 on the line going through(ui, vi)T and the optical center

O could create the given image coordinates. This follows directly from equation (2.1).
To further simplify the pinhole camera model oftentimes avirtual image planeis introduced. Like

the image plane the virtual image plane is parallel to the pinhole plane, but it is located at distancef on
the opposite side of the pinhole plane. Every pointPi = (xi, yi, zi)

T , zi > f is projected on the virtual
image plane in the same way as on the image plane, but the image coordinates are not inverted. Thus
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Figure 2.2: Pinhole camera model as seen from theXc-axis. Note that pointsPi andPj will be projected on the
same pointQi = (ui, vi)

T on the image plane. In front of the pinhole plane the virtual image plane is depicted
with a dashed line. In contrast to the projectionQi on the image plane the projection on the virtual image planeQ̄i

is not inverted.

equation (2.1) can be transferred to the generally more convenient form
(
ui
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f
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(2.2)

The pinhole camera model with a virtual image plane is depicted in Figure 2.2. Equation (2.2) (or (2.1)
for that matter) implies also some other common effects on the projection of 3 dimensional objects:
Increasing the distance between an object and the camera will result in a smaller projection, since this is
equivalent to increasingzi of a given pointPi. Furthermore parallel lines on a plane not parallel to the
pinhole plane will not be parallel in the projection on the image plane. For example image a line on the
Xc-Zc-plane, parallel to theZc-axis. For all pointsPi on such a line coordinatesxi andyi stay constant,
while zi varies. Thus the more distant a point on this line is from the originO the closer its projection
will be to the image centerR and the projection of the line will be at image centerR on the horizon
of the projection. The projection on the (virtual) image plane induced by the pinhole camera model is
calledperspective projectionand closely resembles output generated by commonly used cameras. Apart
from perspective projection, other projection models namelyaffine projectionandspherical projection
are sometimes used in computer vision. The properties of these projection models differ from perspective
projection, which can be beneficial in certain applications. However, affine and spherical projection do
not contribute to the remainder of this thesis, so the interested reader is kindlyreferred to [22] for more
details.

2.1.2 Adaption of the Basic Model

The basic pinhole camera model (see 2.1.1) can be modified at several points in order to better describe
properties of real cameras. Most cameras use photographic lenses instead of a pinhole. Though an
infinitesimal small pinhole in the basic model provides a projection always in focus, in reality shrinking
the hole beyond a certain point is not beneficial. The smaller the hole becomes, the less light will pass
through the hole and the material on the image plane (either CCD/CMOS-Sensors or photographic film).
If not enough light is passed through the pinhole the projection might eventually become dark with
little distinctions, since the image sensor usually requires a certain amount of light to be successfully
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8 CHAPTER 2. CAMERA
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Figure 2.3: Projection under different pinholes.(a): The small pinhole causes diffraction, resulting in a blurred
projection. Furthermore less light than in (b) or (c) is permitted, eventually leading to dark projections, low in
contrast.(b): The projectionQi of pointPi appears out of focus and blurred, since multiple rays of light reflected
from this point are projected on several different image coordinates. (c): Notice that the projection of point
Pi = (xi, yi, zi)

T is in focus and corresponds therefore with with one single point Qi = (ui, vi)
T on the image

sensor. Still the lens admits more light than the camera witha small pinhole (a).

triggered in case of digital cameras. In addition a small hole might cause diffraction and therefore blur
the projection on the image plane. This is visualized in Figure 2.3a. However if the hole is too big, the
projection will be out of focus, since a single 3D pointPi = (xi, yi, zi)

T will be projected on several
image points (see Figure 2.3b). Using one or more lenses allows for a biggerhole to provide more light
and still leave the projection in focus. A graphical comparison of the three scenarios above is depicted
in Figure 2.3c.

Since most lenses have certain imperfections these need to be modeled separately in order to be
consistent with the basic pinhole camera model. How to exactly determine the imperfections in the lens
of a given camera and how to adapt the model to these imperfections will be discussed in section 2.3 in
detail.

Furthermore in real cameras the world is not projected on an image plane, but on a planar light-
sensitive material (CCD/CMOS in digital cameras) of limited size which will in the following be referred
to asimage sensorfor simplification. The size of this sensor limits thefield of viewof the camera. While
in the basic pinhole camera model every pointPi = (xi, yi, zi)

T wherezi > 0 can be projected on
the image plane, not every point fulfilling this condition is projected on a sensor of limited size. The
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boundaries of the image sensor specify the size of the field of view according to the following formula:
(

αu

αv

)

= 2




arctan

(
Udim

2f

)

arctan
(
Vdim

2f

)



 (2.3)

wheref is the focal length,Udim × Vdim specifies the physical size of the image sensor (for example
3.6 mm × 2.7 mm) and(αu, αv)

T yields the opening angles of the field of view. These relations are
illustrated in Figure 2.4. In the case of digital camera equation (2.3) can also be stated as

(

αu

αv

)

= 2




arctan

(
width·du

2f

)

arctan
(

height·dv

2f

)



 (2.4)

wherewidth×height states the image resolution in pixels anddu anddv refer to the physical width and
height of a pixel on the image sensor. Placing the image sensor in a way that corresponds to the inverted
image coordinates (i.e. the image sensor is placed upside down) of the basic pinhole camera model (see
equation (2.1)). emulates the effect of the virtual image plane (see equation(2.2)). Not only does the size
of the image sensor determined the field of view, but it also affects the size and resolution of the created
image. The most commonly resolutions found in low-cost digital cameras are currently either320× 240
pixels or640× 480 pixels. Since the origin of images in computer applications is located in the top left
corner of the image it is convenient to incorporate this into the model by shiftingthe origin of the image
coordinate system. The resulting pixel coordinates(ui, vi)

T in the obtained image are calculated by
(

ui

vi

)

=

(

⌊kui + ou + 0.5⌋
⌊lvi + ov + 0.5⌋

)

=

(

⌊kf xi

zi
+ ou + 0.5⌋

⌊lf yi

zi
+ ov + 0.5⌋

)

(2.5)

whereou andov describe the displacement of the upper left corner of the image from its center in pixel
units. If a camera has a resolution ofwidth × height thenou = width

2 andov = height
2 . Note that

while (ui, vi)
T with ui, vi ∈ R are tuples of real values, the corresponding pixel coordinates(ui, vi)

T

are integer values and only perceivable of the image sensor ifui ∧ vi ∈ Z
+, 0 ≤ ui < width and

0 ≤ vi < height holds. Parametersk andl are scale parameter to map the distance obtained byf xi

zi
and

f yi

zi
respectively to the corresponding pixels. If distancef for instance is measured in m, then a pixel

has the dimension of1
k
× 1

l
, wherek andl are expressed in pixel· 1/m. Oftentimes the dimensions of a

pixel are denoted asdu × dv, wheredu anddv are measured in m or any other distance measure. Thus
equation (2.5) is often also denoted as

(

ui

vi

)

=

(

⌊ f
du

xi

zi
+ ou + 0.5⌋

⌊ f
dv

yi

zi
+ ov + 0.5⌋

)

=

(

⌊fu xi

zi
+ ou + 0.5⌋

⌊fv yi

zi
+ ov + 0.5⌋

)

(2.6)

where parametersk andl of equation (2.5) have been replaced by1
du

and 1
dv

. Thus parametersfu and
fv express the focal lengthf in terms of pixel-units and are typically obtained by camera calibration
methods instead of the actual focal lengthf . The distinction betweenfu andfv becomes necessary,
since the physical pixels on an image sensor are not always squared, but sometimes only rectangular. To
avoid unnecessarily cluttered equations in the following the explicit roundingto the nearest integer value
will be omitted. Please keep in mind that perceived image coordinates are nevertheless always integer
values.
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Xc

Yc

Zc

f

O

R

U

V

αv
αu

Oimage

Oscene

image sensor

field of view

Figure 2.4: Field of View. The boundaries of the field of view, determinedby the size of theimage sensorare
depicted in blue. The resulting volume could be extended further in direction of the positiveXc and is just cut
for visualization purposes. The corresponding angles, defining the field of view are labeled asαu andαv (see
equations (2.3) and (2.4)), respectively. Please note thatthe origin for the resulting image (its upper left corner) is
placed atOimage which is inverted from its corresponding real world positionOscene.

2.2 A Simple Distortion Model

Section 2.1.2 introduced a first step to adapt the basic pinhole camera model to represent real cameras
more closely, by means of the field of view and the adaption of the origin to reflect digital image sen-
sors. However the adaptions discussed so far still describe a “perfect” camera. Each real camera tends
to have its own unique imperfections, introduced by imperfect manufacturingand assembly processes.
Especially in the low-cost sector individual cameras of the same type tend to vary in their camera proper-
ties. One possible error induced by the manufacturing process is depictedin Figure 2.5, where the image
sensor is not aligned perfectly parallel to the camera lens.

Since the displacement of the image sensor is unique for each produced camera a way to analyze
the inherent distortions and to model them is needed. A first step is to furthermodify equation (2.6).
Equation (2.6) implies that the center of the image sensor is placed precisely atthe ideal image center
R which is the intersection with theZc-axis and the image plane. Considering the CMOS sensor of
the HERCULESWebCam Classic with size3.6 mm× 2.7 mm yields640× 480 pixels of resolution, the
physical size for the sensor of one pixel on the chip is0.005625 mm × 0.005625 mm = 5.625µm ×
5.625µm. So any displacement larger than5.625

2 µm would mean that (2.6) is not accurate, still assuming
that the image sensor is perfectly parallel to the pinhole plane. If however the displacement of the center
of the image sensor is known, the adaption of (2.6) becomes quite simple:

(

ud,i

vd,i

)

=

(

fu
xi

zi
+ u0

fv
yi

zi
+ v0

)

(2.7)

whereu0 andv0 denote the image coordinate, which corresponds to the image centerR. Similar to
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cheap camera lens

cheap glue

cheap CMOS chip

(a) Exemplary cheap camera schematics (b) Tangential distortion

Figure 2.5: Exemplary result of production inaccuracy.(a) Illustrates a common displacement of the CMOS
sensor, which should ideally be parallel the the camera lens. Such a displacement induces tangential distortion,
depicted in(b): For an ideal camera the black dots positioned in a grid should be projected, preserving the undis-
torted uniform grid structure. The CMOS sensor displacement induces the projection of a distorted grid, shown by
dotted black lines. Correspondences between the original black dots and their projection are shown in blue.

equation (2.6)ud,i andvd,i denote integer values bounded by 0 andwidth andheight respectively, while
ui, vi, u0 andv0 are given as real values. The coordinates of pointPi = (xi, yi, zi)

T are also specified by
real values, of course. The pair(ud,i, vd,i)

T are referred to as thedistorted image coordinates(marked
by subscriptd), since they are still subject to lens distortion although they are calculated according to the
actual image center(u0, v0)

T . Distortions like the one depicted in Figure 2.5 are more complicated to
deal with and will be discussed together with radial distortions in the following paragraph.

Flaws and imperfections in a camera are not only limited to the correct placementof the image
sensor, but can (and usually do) also occur in the lens or lens system ofa camera. A compact overview
on properties of optical lenses likeaberrationor vignettingis presented in [22]. A far more detailed
discussion of these topics can be found in [25,27].

However once a suitabledistortion modelis applied on top of the current camera model lens effects
like aberration and vignetting can be ignored in the VISUAL MONO-SLAM context and are therefore
not discussed any further. The interested reader is referred to [22,25, 27] for more information on these
topics.

Closely related to a distortion model is thecamera calibrationprocess. The distortion model de-
scribes how to calculate the ideal undistorted image coordinates(uu,i, vu,i)

T which would be perceived
by an ideal camera from a pair of actually perceived distorted image coordinates(ud,i, vd,i)

T for a given
pointPi = (xi, yi, zi)

T . Camera calibration describes techniques to estimate the unique camera param-
eters, used in a distortion model for an individual camera. A historical overview of different calibration
techniques and their corresponding models is presented in [14]. The distortion model used by Davison
et al. in [13, 16, 20] is a simplified version of the “Brown-Conrady-model”(also known as “plumb bob
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model”) proposed by Brown in 1965 [8]. This model uses 5distortion coefficientsto describe the im-
perfections found in a camera image. If all 5 coefficients are known it is quite simple to compute the
corresponding undistorted image coordinates of an ideal camera for a given pair of distorted image coor-
dinates. The next paragraph will present the whole model first and offer some explanations concerning
the different components of the model. Subsequently the model will be simplifiedto the model used
in [13,16,20]. In section 2.3 the techniques used to estimate the distortion coefficients will be shown as
well as some exemplary results of camera calibration.

The model of Brown distinguishes between two different kinds of distortions, namelyradial distor-
tion andtangential distortion. Radial distortions are caused by the shape of the used lens and can cause
pincushionor barrel distortions of the image, where straight lines will be projected in a curved fashion.
Usually the effects of radial distortion become stronger the larger the distance between a projected point
Qi = (ui, vi)

T and the image centerR = (u0, v0)
T becomes. Tangential distortion generally refers to

distortions due to imperfections in the centering of the camera lens. To model radial distortion 3 distor-
tion coefficients are used (k1, k2, k3) while tangential distortion is described by 2 coefficients (p1, p2). If
the radial distortion coefficients are known, the correction terms(ûi, v̂i)

T for radial distortion are defined
as:

(

ûi

v̂i

)

=

(

ud,i − u0

vd,i − v0

)

(
1 + k1r

2 + k2r
4 + k3r

6
)

(2.8)

where

r =

√
(

1

fu
((ud,i − u0)

)2

+

(
1

fv
(vd,i − v0)

)2

(2.9)

denotes the distance of pixel(ud,i, vd,i)
T from the image center(u0, v0)

T on the image sensor. To recap
how to calculate(ud,i, vd,i)

T please refer to equation (2.7).
To compensate for tangential distortion effects the following terms are proposed, incorporating tan-

gential distortion coefficientsp1 andp2:
(

ũi

ṽi

)

=




fu

(

2p1ud,ivd,i + p2(r
2 + 2u2

d,i)
)

fv

(

p1(r
2 + 2v2

d,i) + 2p2ud,ivd,i

)



 (2.10)

wherer is defined as in equation (2.9).
The complete model, considering radial (2.8) and tangential (2.10) distortion defines the undistorted

image coordinates(uu,i, vu,i)
T as

(

uu,i

vu,i

)

=

(

ûi + ũi

v̂i + ṽi

)

+

(

u0

v0

)

(2.11)

=




fu

(
ud,i−u0

fu

(
1 + k1r

2 + k2r
4 + k3r

6
)

+ 2p1ud,ivd,i + p2(r
2 + 2u2

d,i)
)

fv

(
vd,i−v0
fv

(
1 + k1r

2 + k2r
4 + k3r

6
)

+ p1(r
2 + 2v2

d,i) + 2p2ud,ivd,i

)



+

(

u0

v0

)

=




fu

xi

zi

(
1 + k1r

2 + k2r
4 + k3r

6
)

+ 2p1fu
xi

zi

yi

zi
+ p2

(

r2 + 2fu
x2

i

z2i

)

fv
yi

zi

(
1 + k1r

2 + k2r
4 + k3r

6
)

+ p1

(

r2 + 2fv
y2i
z2i

)

+ 2p2fv
xi

zi

yi

zi



+

(

u0

v0

)
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Luckily in most cases this full distortion model is not actually needed, but canbe a bit simplified.

As mentioned earlier Davison et al. [13, 16, 20] propose a simplified version of the general model.
For standard field of view cameras (i.e. non-wide angle or “fish-eye” cameras) it is not recommended or
necessary to push the radial component of the distortion beyond the 4th order. Therefore only cameras
providing a highly distorted image actually need distortion coefficientk3, in other cases it is advised to
assumek3 = 0. Currently most manufactured cameras are assembled with very little imperfection in
centering the image sensor, so that tangential distortion becomes less important. This corresponds with
the observations by Zhang [50] who states that the distortion function is clearly dominated by coefficients
k1 andk2. In other words for most low-cost cameras the assumptionp1 = p2 = 0 is valid. That leaves
a distortion model with just 2 radial distortion coefficients (namelyk1 andk2) which corresponds to the
distortion model used in [50]:

(

uu,i

vu,i

)

=

(

(ud,i − u0)
(
1 + k1r

2 + k2r
4
)

(vd,i − v0)
(
1 + k1r

2 + k2r
4
)

)

+

(

u0

v0

)

(2.12)

The distortion model used by Davison et al. in [13, 16, 20] is quite similar to the distortion model
of Zhang [50]. Davison et al. define an undistortion functionhu that maps a pair of distorted image
coordinates(ud,i, vd,i)

T to a pair of undistorted image coordinates(uu,i, vu,i)
T as follows:

(

uu,i

vu,i

)

= hu

(

ud,i

vd,i

)

=




(ud,i − u0)

(

1 + k̊1r
2
d + k̊2r

4
d

)

(vd,i − v0)
(

1 + k̊1r
2
d + k̊2r

4
d

)



+

(

u0

v0

)

(2.13)

with

rd =

√

(du (ud,i − u0))
2 + (dv (vd,i − v0))2 (2.14)

Apart from the distance of the distorted image coordinates(ud,i, vd,i)
T to the image center defined in

equation (2.14) the distortion model (2.13) used in [13,16,20] corresponds to the distortion model (2.12)
of Zhang [50]. For the definition of distancer in Zhangs’s model, please refer to equation (2.9). However
the difference betweenr andrd also means that the distortion coefficients are generally not equal (i.e.
k1 6= k̊1 andk2 6= k̊2). From camera calibration (see 2.3) usually coefficientsk1 andk2 are obtained,
but not̊k1, k̊2. Since (2.12) and (2.13) should yield the same mapping for a pair(ud,i, vd,i)

T of distorted

image coordinates the assumptionsk̊1r
2
d = k1r

2 ⇔ k̊1 = k1
r2

r2
d

and̊k2r
4
d = k2r

4 ⇔ k̊2 = k2
r4

r4
d

are valid.
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Thusk̊1 andk̊2 can be calculated according to the following equations:

k̊1 = k1
r2

r2d

= k1
1

f2
uf

2
v

f2
v (ud,i − u0)

2 + f2
u (vd,i − v0)2

d2
u (ud,i − u0)

2 + d2
v (vd,i − v0)2

= k1
1

f2
uf

2
v

f2
v (ud,i − u0)

2 + f2
u (vd,i − v0)2

f2
(

1
f2

u
(ud,i − u0)

2 + 1
f2

v
(vd,i − v0)2

)

= k1
1

f2
uf

2
v f

2

f2
uf

2
v

(

f2
v (ud,i − u0)

2 + f2
u (vd,i − v0)2

)

f2
v (ud,i − u0)

2 + f2
u (vd,i − v0)2

= k1
1

f2
(2.15)

and

k̊2 = k2
r4

r4d

= k2
1

f4
uf

4
v

f4
v (ud,i − u0)

4 + 2f2
uf

2
v (ud,i − u0)

2 (vd,i − v0)2 + f4
u (vd,i − v0)4

d4
u (ud,i − u0)

4 + 2d2
ud

2
v (ud,i − u0)

2 (vd,i − v0)2 + d4
v (vd,i − v0)4

= k2
1

f4
uf

4
v

f4
v (ud,i − u0)

4 + 2f2
uf

2
v (ud,i − u0)

2 (vd,i − v0)2 + f4
u (vd,i − v0)4

f4
(

1
f4

u
(ud,i − u0)

4 + 2 1
f2

uf
2
v

(ud,i − u0)
2 (vd,i − v0)2 + 1

f4
v

(vd,i − v0)4
)

= k2
1

f4
uf

4
v f

4

f4
uf

4
v

(

f4
v (ud,i − u0)

4 + 2f2
uf

2
v (ud,i − u0)

2 (vd,i − v0)2 + f4
v (vd,i − v0)4

)

f4
v (ud,i − u0)

4 + 2f2
uf

2
v (ud,i − u0)

2 (vd,i − v0)2 + f4
v (vd,i − v0)4

= k2
1

f4
(2.16)

While camera calibration usually obtains onlyfu andfv the focal lengthf can be calculated with the
help ofdu anddv, which can usually be derived from the data sheet of the camera. In the remainder of
this thesis undistortion will always be calculated according to equation (2.13). For readability purposes
the use of the̊symbol to indicate the distortion coefficients of (2.13) will be omitted henceforth.

Sometimes it might prove useful or be necessary to obtain for a given pair of undistorted image coor-
dinates(uu,i, vu,i)

T the corresponding distorted coordinates(ud,i, vd,i)
T . For a given pair of undistorted

coordinates are the distorted coordinates are calculated as
(

ud,i

vd,i

)

= hd

(

uu,i

vu,i

)

=





u0 +
(uu,i−u0)

(1+k1r2d+k2r4d)

v0 +
(vu,i−v0)

(1+k1r2d+k2r4d)



 (2.17)

with

ru = rd
(
1 + k1r

2
d + k2r

4
d

)
(2.18)

ru =

√

(du (uu,i − u0))
2 + (dv (vu,i − v0))2 (2.19)
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While ru can be directly computed by (2.19),rd can not be solved directly (see equation (2.18)). Thusrd
has to be solved numerically, for example by the Newton-Raphson method. The basic form for Newton-
Raphson iteration is given by

xn+1 = xn −
g (xn)

g′ (xn)
(2.20)

whereg denotes a function ofxn andg′ its derivative with respect toxn. In order to apply this method
to approximaterd functiong and its first order derivativeg′ need to be defined as well as the initial value
x0. For this case equation (2.20) looks like this:

rdn+1 = rdn −
g (rdn)

g′ (rdn)
= rdn −

rdn + k1rd
3
n + k2rd

5
n − ru

1 + k1rd2n + k2rd4n
, rd0 = ru (2.21)

This iteration is performed untiln > N for a fixedN ∈ N.
Of course other numerical methods could also obtain an approximation forrd, but for this case

Newton-Raphson is well suited, so that no further methods will be considered here.

2.3 Camera Calibration

This section will briefly describe how to obtain the parameters needed by the complete distortion model
(see (2.11)) for a real camera, how to adapt these parameters to fit the distortion model used in [13,16,20]
and show the results of camera calibration.

Since correctly calibrated cameras are a requirement for many applicationsthere exists a large num-
ber of calibration tools, commercial or noncommercial. OPENCV provides its own method for camera
calibration ( see [7]). The OPENCV implementation is basically theC adaption of the Camera Cali-
bration Toolbox for MATLAB by Bouguet [6]. The intrinsic camera model for the calibration toolbox is
similar to the model proposed by Heikkila [26], which largely corresponds tothe “plumb bob model” of
Brown [8]. The calibration process itself is inspired by [50].

To estimate the camera parameters using camera calibration acalibration patternis needed. In the
OPENCV implementation and the MATLAB toolbox the pattern consists of a flat chequered rectangle
much like a chessboard. Commonly, but not necessarily, the black and whiterectangles are squares and
the whole pattern is rectangular (i.e. the number of columns differs from the number of rows) to better
distinguish the orientation of the pattern. A typical pattern used for calibrationis depicted in Figure 2.6a.
Note that the single rectangles do not need to be black and white, but this coloring simplifies corner
detection of the single rectangles, which is needed for the camera calibration. It is important that the
pattern is really flat so it should be carefully attached to some rigid surface ifprinted out. Of course a
real chessboard made of wood could also work perfectly. Furthermorethe size of the black and white
rectangles needs to be known and should be measured by hand, since a printer might scale its input and
for a real chessboard the squares have to be measured anyway. After these preparations some images
containing the calibration pattern have to be captured with the camera. Calibration will return better
results, if the pattern is captured from different distances and at different locations on the image (i.e.
center, left, right, top, etc. . . ). Tilting the calibration pattern so that it can beobserved from different
angles and rotating the pattern can also improve calibration results, but in each image the whole pattern
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(a) Exemplary calibration pattern (b) Short calibration sequence

Figure 2.6: (a)Exemplary calibration pattern of size4 × 6. Please note that the size is determined by the “inner
corners” of the pattern.(b) Short calibration sequence. The calibration pattern of (a)is captured in different
locations, orientations, at different distances and different angles. Please note that for visualization purposes only
a part of a real calibration sequence is depicted.

has to be visible. Generally the more images are taken for camera calibration, the better, though 15–
20 images usually provide quite acceptable results and even less than 15 images provide oftentimes
noticeable improvements. An example for a short calibration sequence is provided in Figure 2.6b.

Once a sufficiently large sequence of suitable images for calibration is created, these images can
be processed via OPENCV or MATLAB toolbox. The main advantage of the OPENCV implementation
is automatic detection of all chessboard-corners.Especially with large calibration image sequences this
becomes quite convenient. In the current version of the MATLAB toolbox the 4 corners defining the
calibration pattern have to be marked by hand in every image. On the other hand the MATLAB toolbox
provides much more options and information about the calibration. In cases of large distortion it is
possible to adjust the corner detection region for single images, for example. It also offers a great
visualization of the estimated distortion model (see Figure 2.7) or the estimated extrinsic parameters
(that means the 3D positions of the calibration pattern in each image) can be shown. The influence of
the tangential distortion (Figure 2.7b) compared to the complete distortion model (Figure 2.7a) is for the
used HERCULESWebCam Classic near to non-existent, which justifies the simplified distortion model
(see equation (2.13)) as opposed to the complete distortion model (equation(2.11)).

Image processing like feature detection (explained in 3.1) is done on the original distorted images
in V ISUAL MONO-SLAM and not on the undistorted images. The perceived image coordinates are
then undistorted according to equation (2.13) stored in the VISUAL MONO-SLAM application and for
prediction purposes distorted again by applying (2.17) (what is meant by “storing” and “prediction” will
be explained in detail in chapter 4 so the reader should not worry about this now). This might seem a bit

AN ANALYSIS OF V ISUAL MONO-SLAM



2.3. CAMERA CALIBRATION 17

0 100 200 300 400 500 600

0

50

100

150

200

250

300

350

400

450

5

5

5

5
5

5

10

10 10

10

10

10

10

15

15

15

15

15

15

20

20

20

20

20

20

25

25

25

25

25

30

30

30

30

35

35

35

35

40

40

(a) Complete distortion model

0 100 200 300 400 500 600

0

50

100

150

200

250

300

350

400

450

0.1

0.1

0.1

0.10.
2

0.2

0.2

0.2

0.2

0.2

0.3

0.3

0.3

0.3

0.3

0.3

0.4

0.4

0.4

0.4

0.4

0.40.5

0.5

0.6

0.6

0.7

0.7

0.8

0.8

(b) Tangential component of distortion model

Figure 2.7: (a)Influence of the complete distortion model (see equation (2.11)). The arrows show the displacement
of the corresponding pixels induced by distortion. Notice that maximal distortion occurs at the top left and lower
left corners, where points are displaced by more than 40 pixels. (b) The tangential component of the distortion
model (equation (2.10)). Notice the maximal distortion occurs at the bottom right corner where points are displaced
by more than 0.9 pixels.
Both results originate from calibrating a HERCULES WebCam Classic, providing images of640 × 480 pixels.
Calibration results and images obtained by MATLAB toolbox [6].

(a) Original image (b) Undistorted image

Figure 2.8: Example for image undistortion.(a) Original image captured by HERCULESWebCam Classic. Image
distortion becomes visible near the edges of the image. The straight lines on the calibration pattern on the left and
the corner between ceiling and wall on the top are appear curved due to radial distortion.(b) Undistorted image,
using intrinsic camera parameters and distortion coefficients estimates provided by MATLAB toolbox [6]. Notice
that calibration pattern does not appear distorted anymore, but the visible area is slightly smaller than in (a). The
undistorted image was generated using OPENCV (see [7,37]).
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inconvenient at first glance and one might wonder why the undistorted images are not used. The main
reason is that undistortion of a whole image takes quite a lot of time if the processtime to perform all
operations for one image is somewhere between 30 – 60 ms. Since the undistorted image is not composed
as a direct mapping in terms of pixels. That means that usually a single pixel in the undistorted image
is composed of a weighted sum of several pixels in the distorted image. Even though the weighted sums
will stay the same, once the undistortion parameters are determined the whole process is still rather costly
in terms of computation. Furthermore the weighted sums may induce a little blurring in some parts of the
image which is usually not beneficial for the detection of repeatedly recognizable points in the image (as
explained in 3.1). In addition the undistorted image will show less of the scene than the distorted image
(see Figure 2.8). It is possible that some image region containing a stable feature may be cropped by the
undistortion of the image.

2.4 Triangulation

Section 2.1 of this chapter introduced the pinhole model, which is used to emulate the projection prop-
erties of real cameras. In 2.2 a distortion model was introduced on top of thepinhole camera model so
that radial distortion of real lenses can be compensated. However one fundamental problem is still un-
addressed. Up until now the whole sensor information gathered by the camera is still 2 dimensional and
does not provide any depth information about the projected 3 dimensional world. This becomes apparent
if the basic projection equation of the pinhole model (2.2) is taken into account.Since the distortion
model basically just describes, at which image coordinateQu,i = (uu,i, vu,i)

T the pixel at perceived
image coordinateQd,i = (ud,i, vd,i)

T would be found on an ideal camera, a properly calibrated camera
is not able to gather more information than the basic pinhole camera model.

In the following it is assumed that the camera is correctly calibrated and the each image coordinate
Qi = (ui, vi)

T is not subject to any further distortion. To simplify things further, displacement of the
image centerR is neglected. In other words the basic pinhole model with the virtual image planewill be
used (see equation (2.2)).

From the pinhole camera model a line on which an observed pointPi lies can be defined. If the
projectionQi = (ui, vi)

T of Pi and the focal lengthf is known,Pi has to be somewhere on the lineg:

g : κ






ui

vi

f




 , κ ∈ R

+ (2.22)

Remember that the optical centerO is defined as the origin of the camera coordinate system. Therefore
κ may be restricted toR+. However as long as no further information aboutκ is known, the above
equation is not suited to determine the 3D position ofPi.

To gain 3D information from normal camera images, at least 2 images taken from a different positions
are necessary. The technique introduced in the following is calledtriangulation. Assume two calibrated
identical cameras observe the same scene. Both cameras are positioned in such a way that their pinhole
planes are coplanar and their optical centers are apart by a known distanceb, also referred to asbaseline
in stereo visioncontext. Also both cameras are orientated the same way (i.e. they look in the same
direction). To distinguish the cameras they will be referred to as “left” and “right” camera and their
corresponding variables will be marked with superscriptl andr. Both cameras observe a pointPi =
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(xi, yi, zi)
T which is projected atQli = (uli, v

l
i)
T andQri = (uri , v

r
i )
T , as depicted in Figure 2.9. Without

loss of generality it is also assumed thatvli = vri holds, but the equations below could be extended to the
more general case withvli 6= vri . Observing the same pointPi in two different images allows for a depth
estimation and subsequently for a estimation of the actual 3D position ofPi. According to the intercept
theorem the following holds:

zi − f
zi

=
QliQ

r
i

b
=
b− (uli − uri )

b
(2.23)

with f = f l = f r (since both cameras are identical). From (2.23) follows directly

b− (uli − uri )
zi − f

=
b

zi
=⇒ zi =

bf

uli − uri
=

bf

∆ui
(2.24)

with ∆ui = uli − uri , baselineb. Distanced is also known as thedisparity. For a visualization of (2.23)
and (2.24) please refer to Figure 2.9. Equation (2.24) implies that the depthzi of point Pi is inverse
proportional to the disparity∆ui. That means that if the disparity∆ui is large, a small change in the
disparity does not change the depthzi much. However if∆ui is near0 a small disparity change evokes
a large change in depth. This also implies that the depth resolution obtained by triangulation decreases
the farther away an object is from the optical center of a camera. To illustrate this fact, please consider
the following example: Assume two cameras withb = 200 mm, f l = f r = f = 8 mm, dγu = du =
8µm, γ ∈ {l, r}, wheredγu describes the physical size of one pixel in direction of theU -axis on the
image sensor indicated byγ. Three different points,Pi, Pj andPk are observed with their corresponding
depthzi = 1 m, zj = 10 m, zk = 100 m. Describing the depthzi as a functionh dependent from∆ui
according to (2.24) follows:

h (∆ui) = zi =
bf

∆ui
=⇒ ∆ui =

bf

zi
=

1600

1000
mm = 1.6 mm

The smallest detectable change in the disparity corresponds with the physical pixel sizedu. This gives:

h (∆ui + du) =
bf

∆ui + du
=

1600

1.608
mm ≈ 995 mm

That means at a distance of1 m the exemplary setup can distinguish between differences in depth of
5 mm or more. Analogously forPj andPk follows:

∆uj =
bf

zj
=

1600

10000
mm = 0.16 mm

h (∆uj + du) =
bf

∆uj + du
=

1600

0.168
mm ≈ 9523 mm = 9.523 m

∆uk =
bf

zk
=

1600

100000
mm = 0.016 mm

h (∆uk + du) =
bf

∆uk + du
=

1600

0.024
mm ≈ 66666 mm = 66.666 m

Thus at a distance of10 m the smallest difference in depth the exemplary setup is able to distinguish is
477 mm = 0.477 m and for far away objects like pointPk the depth resolution decreases dramatically to
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33.3 m. This is an inherent problem of stereo vision. Though depth resolution for far away objects can be
increased by increasing baselineb this does only help to a certain degree, since depth resolution does not
decrease linearly (as shown above). Furthermore an increased baseline might inhibit depth estimation
for close objects, since close objects might not be in the field of view of both cameras.

Triangulation can also be used to estimatexγi andyγi (γ ∈ {l, r}) of point Pi. If b, uli anduri are
known the following equation holds:

xγi
zi

=
uγi
f

=⇒ xγi = zi
uγi
f
, γ ∈ {l, r} (2.25)

Analogouslyyγi can be estimated, ifvγi is known:

yγi
zi

=
vγi
f

=⇒ yγi = zi =
vγi
f
, γ ∈ {l, r} (2.26)

Thinking of both cameras as onestereo cameragives a new optical centerOc at O
lOr

2 . Since the camera
coordinate systems of the “left” and “right” camera had the same orientation, they are simply substituted
by one coordinate system with the same orientation and its origin inOc. While equation (2.24) is not
affected by this modification, (2.25) has to be slightly changed to

xi +
b
2

zi
=
uli
f

=⇒ xi = zi
uli
f
− b

2

Substitutingzi according to (2.24) gives

xi =
bfuli

f(uli − uri )
− b

2
=

buli
uli − uri

− b

2
=
b

2

(
2uli

uli − uri
− uli − uri
uli − uri

)

=
b

2

(
uli + uri

∆ui

)

(2.27)

yi = zi
vli
f

=
bfvli

f(uli − uri )
=
b

2

2vli
∆ui

(2.28)

Usually the camera setup is not as convenient as depicted in Figure 2.9. Even in off-the-shelf stereo
cameras the pinhole planes are generally not perfectly coplanar and someother constraints might not be
satisfied. In theory it should still be fairly easy to compute the depthzi of point Pi observed by two
cameras. As stated in equation (2.22) for each camera a line can be definedon whichPi has to lie. If
the position of the optical centers of both cameras and their orientation in the world coordinate frame are
known, pointPi should be at the intersection of linesgl andgr. Wheregl denotes the line from equation
(2.22) of the “left” camera transformed in the world coordinate system andgr the transformed line of
the “right” camera. In reality however, chances forgl andgr to intersect a quite small, due to calibration
errors and the discrete nature of the image sensor with its associated depth resolution. One approach to
solve this problem constructs the line segment perpendicular togl andgr, intersecting both. The center
of this line segment is closest to both lines and therefore a meaningful estimationfor Pi. Several other
approaches exist as well, but are beyond the scope of this thesis. The interested reader is referred to [22]
for more details.

Up until now a setup of two cameras (or one stereo camera) were considered. In a static environment
the same methods can be applied with a single camera. Keep in mind that one requirement is that the
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Pi

Oc Or

Zrc

Xr
c

Qri
f r

uri

Ol

Z lc

X l
c

Qli
f l

uli

b

zi

virtual image plane

pinhole plane

Figure 2.9: Triangulation from 2 cameras. Since the pinhole planes of both cameras are coplanar and their viewing
direction is the same, in both camera coordinate systems thedepth for pointPi is the samezl

i = zr
i and therefore

only labeled once aszi in the image. Of course this does not hold necessarily for theother coordinates ofPi.
In the depicted scenexl

i 6= xr
i holds. The individual optical centers are denoted asOl andOr respectively. If

both cameras are combined to a stereo camera the optical centerOc is in the middle of lineOlOr, marked in red.
Please notice that the virtual image plane is depicted instead of the image plane to directly correspond with the
used mathematical formulation.

position and orientation (orpose) of both cameras need to be known. Therefore in a static environment
there is no difference between two cameras observing pointPi at the same time from given posespl and
pr or one camera observingPi at two different times from posespl andpr.

Above it was always assumed that for a 3 dimensional pointPi = (xi, yi, zi)
T the image coordinates

Qli = (uli, v
l
i)
T andQri = (uri , v

r
i )
T of its projection in two imagesI l andIr are known. In reality this is

most often not the case. How to find a correspondence in imageIr to image coordinateQli = (uli, v
l
i)
T

of imageI l will be shown in chapter 3.
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Chapter 3

Image Processing

Chapter 2 dealt with camera models and how to estimate the 3D coordinates of a point Pi = (xi, yi, zi)
T

observed in two images from two given different posespl, pr. Up until now it was assumed that both
projectionsQli = (uli, v

l
i)
T andQri = (uri , v

r
i )
T of point Pi on both image sensors are known. While

that is true if we assume thatPi, pl andpr are known, the camera position and orientation and point
positions are not known in the VISUAL MONO-SLAM-scenario, but need to be estimated. Establishing
correspondences between two projectionsQli = (uli, v

l
i)
T andQri = (uri , v

r
i )
T of pointPi on the image

sensor are crucial for depth estimation (see section 2.4) and therefore for the whole VISUAL MONO-
SLAM approach.

This chapter will discuss how stable pairs of image coordinatesQli andQri can be detected in two
images observing the same scene from slightly different poses can be established. Furthermore some
basic image processing techniques are introduced. First a brief overview of the used terminology and
data structures in computer vision is given in the next paragraph.

The origin of an image coincides with the top left corner in computer vision, so that the top left pixel
is at position(0, 0). Accordingly if the image has a dimension ofwidth×height the other corners are at
positions(width− 1, 0), (0,height− 1) and(width− 1,height− 1). Each pixel in turn is represented
by an 8 bit value in case of gray-scale images, thus providing 256 different shades between black and
white. Color images usually use three 8 bit values to represent one pixel. Their meaning depends on the
used color model (HSV, YUV, CMY(K). . . ), among which the RGB color model is probably the most
widely known and used. In the RGB model the first 8 bit value represents the amount and intensity of
red for the current pixel, while the other two values representgreen andblue. For more information on
color models, their advantages, disadvantages and methods of conversion, please refer to [22]. In the
following only gray-scale images are considered, if not explicitly stated otherwise. This is in accordance
with most image processing techniques, since gray-scale images are less noisy than color images and
usually provide sufficient information about the environment.

Firstly it should be noted that in image processing almost never the complete rawdata of an image
is used. This has two main reasons. The first and more important reason is that raw image data tends to
be relatively unstable and is as such quite infeasible for comparison between two images. For example
in theory motion in a sequence of images taken from the same pose could be detected by just comparing
each pixel with the pixel at the same position in the subsequent image. If the pixel in the subsequent
image has not the same gray-scale value (or values in case of color images)one could assume that some
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(a) (b) (c) difference of (a) and (b)

Figure 3.1: Image sensitivity to lighting conditions. In subfigures(a) and(b) are two images taken subsequently
by HERCULESWebCam Classic. Though they appear the same, due to slight changes in lightning conditions they
actually differ.(c) depicts the difference as binary images. Pixels in white indicate a difference between the pixels
of (a) and (b) larger than a given threshold, while the difference of black pixels is below the threshold. Used
thresholds are 1 (85.7% white pixel), 4 (35.9%), 7 (2.6%) and 10 (0.5%) from top left to bottom right.

movement in this area has occurred and thus a different object with a different gray-scale-value (RGB-
value) is observed at this pixel. In an ideal environment this naive approach might work, in reality there
will be too much noise in the images for this idea to be feasible. Cameras tend to be extremely sensitive
to changes in lighting conditions (see Figure 3.1). Especially if cameras are used outdoors lightning
conditions will change and vary constantly.

The second reason is just the amount of data which would be impractical in many applications.
Consider that a common low-cost camera like the HERCULESWebCam Classic provides a resolution of
640 × 480 = 307200 pixels per image. Dependent on the frame rate of the camera 30 – 60ms can be
used to establish correspondences, estimate 3D positions for detected correspondences and what other
operations might be necessary in an online application. That would (in a very naive implementation)
leave up to0.1953µs to try to find a suitable correspondence in the remaining 307199 pixels for each
single pixel, not taking into account that usually other computations have to take place as well.

Furthermore a single pixel does not contain much information, while an aggregation of adjacent
pixels may indeed contain more information than its individual parts. Such an aggregation is commonly
referred to asfeature. Different feasible techniques exist how to select pixels to create such afeature, but
mainly the common goal is to create more robust measures of comparison between different images or
to establish correspondences between positionsQli = (uli, v

l
i)
T andQri = (uri , v

r
i )
T that belong to the

same 3D pointPi, observed in imagesI l andIr.
Section 3.1 will introduce some approaches to detect features in a given image and discuss their ad-

vantages and disadvantages. Afterwards section 3.2 will briefly discusssome general techniques related
to image processing.

3.1 Image Features

As stated above robustness and repeatability are two major goals for features detected in an image. This
section is divided into two further subsection, which will present two different approaches to tackle this
problem. In subsection 3.1.1 early approaches will be presented, generally called corner or interest point
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(a) Original Image (b) Sobel Filter (c) Canny Edge Detection

Figure 3.2: Edge Detection: To the original image(a) two different edge detectors were applied.(b) shows the
result of the so called Sobel filter , while(c) depicts the result of the canny edge detector [10]. Notice that the
edges in (b) are much thicker than in (c), which might not always be desired. Output however depends in both
techniques heavily on the used parameters.

detectors / operators. Though not as powerful in themselves as later approaches presented in subsection
3.1.2, they still have their appeal nowadays, mainly because of their fast and easy computation.

Furthermore as a preface before the details of implementation are introduced, a short definition of
terms is needed. In the literature the termscorner, interest pointandfeatureare used somewhat ambigu-
ously. In this thesis corner and interest point will both refer to a specific position in the image and the
pixel present at this location. How such an interest point differs from normal pixels will be explained in
3.1.1. A feature is defined as an interest point with the addition of some comparison measure.

3.1.1 Corner Detectors

To achieve the robustness a common technique is to detect image regions with a high gradient (i.e.
corresponding to visual edges). Several approaches for edge detection exist, among which theSobel
operatorandCanny edge detector[10] rank among the most popular and their results are depicted in
Figure 3.2.

Edges detected in one image usually have a good chance to be detected in subsequent images. How-
ever to establish correspondences for single 3D points needed for triangulation (see section 2.4) edges
are not suitable. While edges show a large gradient in the image data perpendicular to the direction of the
edge, responses to image filters moving along the direction of the edge are often very similar. Therefore
it becomes difficult to establish pairs of image positionsQli andQri , even if corresponding edges in two
images are detected, as long as the camera movement is unknown. This is also known as theaperture
problem.

To improve repeated detection and thus establish pairs of positions belongingto the projection of the
same 3D point it was proposed to use corners instead of edges. Usually one would expect a corner to
be at the intersection of two edges, but most so-called corner detectors actually find also edge endings,
local intensity maxima or minima or points at local maximal curvature along a curve.Please keep this in
mind if the term corner or corner detector is used in the following.

One of the fist algorithms to detect such interest points was proposed by Moravec [34]. Moravec
defined a corner as an image point with low self-similarity. This is tested for each pixel in an image by
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comparing a small squared image patch around the pixel with the image patches of adjacent points in
vertical, horizontal and two diagonal directions. For patch comparison thesum of squared distancesor
SSD for short is calculated. The minimum of the calculatedSSDs will be the interest measure for the
current pixel and local maxima in the interest measure indicate an interest point at the current pixel. For
uniform areas the interest measure will be close to zero, since theSSD should not differ significantly. If an
edge is present in the direction perpendicular to the edge theSSDwill be great, but in direction of the edge
it should be small. This way edges should mostly be rejected, since the minimum of the calculatedSSDs
is used as interest measure. The main weakness of this detector is possible false classification of edges
as interest points. Moravec proposed angles of45◦between the directions used forSSD computation. So
edges with angles of odd multiples of approximately22.5◦might be detected as corners.

To create an isotropic detector Harris and Stephens [24] improved on the main idea presented in [34].
Their detector is widely known as the “Harris corner” operator / detectorin computer vision literature. In
order to make their detector isotropic, the weighted sum of squared distances (SSDw) is used to compare
image patches. TheSSDw over an image patchp with dimensions(pw+1×ph+1) compared to a patch
of the same size shifted by(x, y) in direction of theU andV axes of the image can be defined as:

SSDw (x, y) =

pw∑

u=0

ph∑

v=0

w (u, v) (I (u, v)− I((u+ x, v + y))2 (3.1)

whereI (u, v) ∈ Z
+ ≤ 255 denotes the gray-scale value of at image position(u, v) andw (u, v) the cor-

responding weight. The termI (u+ x, v + y) of equation (3.1) can be approximated by Tailor expansion
as

I (u+ x, v + y) ≈ I (u, v) + x
∂I

∂u
+ y

∂I

∂v

where∂I
∂u

and ∂I
∂v

denote the partial derivatives ofI (u, v) in direction of theU andV axes of the image.
The partial derivatives in turn are easily computed by

∂I

∂u
= I ⊗

[

−1 0 1
]

(3.2)

∂I

∂v
= I ⊗






−1

0

1




 (3.3)

whereI ⊗ k indicates the convolution of the image with the specified kernelk. These approximations
allow for (3.1) to be written as

SSDw (x, y) ≈
pw∑

u=0

ph∑

v=0

w (u, v)

(

x
∂I

∂u
+ y

∂I

∂u

)2

(3.4)

=
(

x y
) pw∑

u=0

ph∑

v=0

w (u, v)

[
∂I
∂u

2 ∂I
∂u

∂I
∂v

∂I
∂u
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y

)

=
(

x y
)

H

(

x

y

)

AN ANALYSIS OF V ISUAL MONO-SLAM



3.1. IMAGE FEATURES 27

whereH is called “Harris” matrix. To actually achieve an isotropic detector, the weighting function
w (u, v) should be smooth and circular around the center of image patchp, like the Gaussian function:

w (u, v) = exp




−
((
u− pw

2

)2
+
(
v − ph

2

)2
)

2σ2





wherepw and ph denote width and height of patchp. To determine whether a corner is present at
the center of the selected patchp, or an edge no distinguishable element is present the Harris matrix
is examined more closely. Dependent on itseigenvaluesλ1 andλ2 three different cases need to be
considered:

• If λ1 ≈ 0 andλ2 ≈ 0, no interest point is present

• If λ1 ≈ 0 andλ2 ≫ 0, an edge is detected

• If λ1 ≫ 0 andλ2 ≫ 0, a corner is detected

To avoid computation of eigenvalues in [24] the following measure for theinterest responseR is pro-
posed:

R = λ1λ2 − κ (λ1 + λ2)
2 = det (H)− κ trace (H)2 (3.5)

where parameterκ is a constant that has to be determined empirically. For an interest responseR ≫ 0
a corner at the center of the patch may be assumed,R ≪ 0 corresponds to an edge andR ≈ 0 implies
no distinguishable image region. Additionally only those points, where the interest response forms a
local maximum are actually considered to be corners. Dependent on the application these points can be
further filtered by applying a minimum interest responseRmin ∈ R

+ as an additional threshold. Results
of the Harris operator depend heavily on the given parameters ofκ, Rmin and the size of the compared
image patches, thus finding the right parameters for a specific application might take some fine tuning.
OPENCV provides a ready- The default OPENCV settings are image patches of size3×3 andκ = 0.04,
but can be changed to adapt to the needs of different application scenarios. Exemplary results of the
Harris operator are depicted in Figure 3.3.

Closely related to the Harris operator is the detector presented by Shi and Tomasi in [42]. The results
of this detector are sometimes referred to as “Good Features to Track”, named after the title of their
first publication. Shi an Tomasi showed in their experiments thatmin (λ1, λ2) though more costly to
compute provides a better measure for corner strength than interest responseR (see (3.5)). Finding the
appropriate parameters for the Shi Tomasi detector is crucial and might besomewhat tedious just like in
case of the Harris detector. On the bright sight the Shi Tomasi detector has just 2 parameters to adapt,
namely response threshold and patch size. An implementation of the algorithm can also be found in
OPENCV. In [13,16,20] Davison et al. use this interest operator to find suitable candidates for features.
An exemplary application of the Shi Tomasi detector on an image is depicted in Figure 3.4

The corner detectors discussed up until now are able to detect interest points in an image which can be
recovered in a similar image with high probability. However means of comparisonbetween the interest
points of two different images are needed, since the interest response itself does not contain enough
information to ensure an appropriate pairing. A common approach is to compare image patches with the
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(a) low threshold (b) high threshold

Figure 3.3: Harris Corner Detector:(a) shows the result of the Harris detector for image patches of size 3 × 3,
κ = 0.04 and a low threshold (dependent on the strongest interest response for the image).(b) depicts the results
using a high threshold, while leavingκ and the patch size unchanged.

interest point at its center from the different images. Several comparison techniques of image patches
are discussed in detail in 3.2.2. The interest points together with their associated image patches and an
appropriate comparison mechanism compose a feature, according to the definition in the beginning of
section3.1. Still these interest point operators suffer from some limitations. Namely they are notscale
invariant or rotational invariant. Scale invariance means that an interest point is detected in images,
depicting the same scene from different distances, which results in projections at different scales on the
image sensor. The lack of this ability is inherent in the simple computation of the detectors described
in [24, 34, 42]: Observed from a different distance (i.e. in a different scale) interest points may vanish
if several pixels are combined to a single pixel (zooming out) or a previouslysingle pixel might be
represented by a number of pixels of nearly identical intensity (zooming in).A common technique to
achieve scale invariance in image processing is the so calledimage pyramidof images where one image
is scaled to different resolutions, thus simulating zooming in and out of a scene. However this is more
of post-processing step, possibly including accumulation of several interest points detected at different
scale into some combined information and would diminish the computational fast properties of the corner
detectors. Details to the concept of image pyramids can be found in [1].

Rotational invariance in turn means that an interest point should be detectedand successfully matched
if the camera is rotated around itsZc-axis. While the detection of interest points in a rotated view does not
pose a problem to the Harris operator and the Shi Tomasi detector, since they are isotropic, establishing
correspondences to interest points of an image under a different rotation poses a problem. If the rotation
is not known and large, the comparison of two image patches (see section 3.2.2) will most likely fail.

In the following subsection some feature descriptors are introduced whichgained popularity in recent
years. Though computational costly, they are scale and rotational invariant, robust and provide their own
means of comparison.
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(a) low threshold (b) high threshold

Figure 3.4: Shi Tomasi detector:(a) depicts the results of the Shi Tomasi detector using a low threshold based on
the strongest response in the image, while in(b) a high threshold is used. In both cases the size of the image patch
is 3× 3 pixels. Notice that the results of this detector are very similar to the Harris detector depicted in Figure 3.3,
albeit not exactly the same.

3.1.2 Feature Descriptors

The algorithms introduced in this subsection detect interest points and computefor all suitable feature
point candidates adescriptor. The descriptor is basically a vector which stores all the information needed
to compare one feature with another one. The descriptor does not containraw image data like an image
patch, but higher level information calculated from the underlying image dataand transformed in such
a way that the contained information becomes scale and rotational invariant. The computations for a
feature descriptors is, compared to the computations needed for corner detectors (see subsection 3.1.1)
and retrieving an image patch surrounding the corner, quite costly, so thatthe calculation of the features
presented in the following will be slower compared to corner detectors. Still many computer vision
applications employ feature descriptors, especially in the domain of object recognition. Typically in this
application scenario multiple descriptors are used to describe a single object.For real-time applications
with high frame rates (30 – 60 ms) where computational speed becomes crucial usually simpler features
based on corner detectors are used.

In the following the algorithms for two feature descriptors are sketched. Firstly the “Scale Invariant
Feature Transform” (SIFT) which was introduced by Lowe [30–32] and can be considered as one of the
most successful and widely used feature descriptors today. Secondlythe “Speeded Up Robust Features”
(SURF) by Bay et al. [4] which refined some ideas presented in [30–32]. Both algorithms will be
introduced briefly only, since a detailed discussion would be beyond the scope of this thesis.
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SIFT Scale invariant interest points for SIFT-features are found found bythe calculation ofDifference
of Gaussians(DoG) over an image pyramid (see [1]). TheDoG is defined as

D (u, v, σ) = L (u, v, kσ)− L (u, v, σ) (3.6)

= (G (u, v, kσ)−G (u, v, σ))⊗ I (u, v)

with L (u, v, σ) = G (u, v, σ)⊗I (u, v) where⊗ denotes the convolution of imageI (u, v) and Gaussian
kernelG (u, v, σ) defined as

G (u, v, σ) =
1

2πσ2
exp

(−(u2 + v2)

2σ2

)

To efficiently calculate (3.6) the imageI (u, v) is repeatedly convolved with the same Gaussian kernel
G (u, v, σ), until σ is doubled. The convolved images are stored and theDoG is computed by simply
subtracting each convolved image from its predecessor. Onceσ is doubled the last convolved image is
rescaled to half its original size and the process begins anew (with much lesscomputational cost). Please
note that instead of rescaling the image, convolving the image further would yield the same result, but the
convolution of a smaller image is more efficient in terms of computation. All images until σ is doubled
(i.e. images of the same size) compose anoctavein the terminology of [30–32], while the convolved
images in the same octave are in differentscale. Potential interest points are at local minimal or maximal
in theDoGs. These are detected by comparing each pixel with its 8 neighbors on the samescale and the
9 neighbors on the scale above and below. A schematic of this algorithm is depicted in Figure 3.5.

Please note that theDoG is a computational efficient approximation for the Laplacian of Gaussians.
In [29] Lindeberg showed that the Gaussian function is the only suitable kernel for scale-space. Mathe-
matical details why theDoG closely approximates the Laplacian of Gaussians can be found in [32].

After obtaining the potential key points, these are fitted with sub-pixel accuracy to their correspond-
ing local extrema (i.e. the key point will usually not correspond to a single pixel, but refer to a position
usub, vsub with usub, vsub ∈ R

+ with 0 ≤ usub < width and0 ≤ vsub < height, wherewidth and
height specify the dimensions of the image). How this is done, is explained in detail in [9]. After the
correct position of the interest point is determined the function values at thispoint is compared with a
threshold, rejecting low function values (i.e. local minima and maxima with a small absolute value) to
ensure stable interest points.

Since theDoG also has strong responses along edges and edges make for poor localization due to
aperture the remaining points are filtered once more. Similar to edges in 3.1.1 where the interest measure
alongside the edge was small, the principal curvature along an actual edgewould be much smaller than
perpendicular to the edge. The principal curvature can be determined byobtaining the eigenvalues of the
HessianH of theDoGs defined as

H =

[

Duu Duv

Duv Dvv

]

whereD denotes theDoG (see 3.6) andDuu, Duv, Dvv are the partial derivatives along theU - andV -
axes. Partial derivatives are calculated by convolution of the image according to equations (3.2) and
(3.3). Similar to the Harris detector [24] (see equation (3.5)) the actual computation of the eigenvalues
can be avoided, since just their ratio is of importance. If the ratio of both eigenvalues differs strongly
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Figure 3.5: Image pyramid of SIFT-algorithm.(a) depicts the construction of theDoGs. To get from one scale
image to the next scale (shown in yellow), the current scale is convoluted withG (u, v, σ). The stored scales are
used to calculate theDoGs. In (b) the neighbors for a potential interest point are shown. The interest point is
displayed in red, while its neighbors are colored in green. Both figures (a) and (b) are based on figures shown
in [32].

from 1 the interest point can be assumed to lie on an edge. To obtain the ratior of the eigenvalues
λ1, λ2 the following method is proposed. Without loss of generality it can be assumedthatλ1 ≥ λ2 with
λ1 = rλ2, r ∈ R

+, 1 ≤ r. This assumption yields

trace (H)2

det (H)
=

(λ1 + λ2)
2

λ1λ2
=

(rλ2 + λ2)
2

rλ2
2

=
(r + 1)2

r

The term(r+1)2

r
has its minimum for equal eigenvalues (i.e.r = 1) and increases for other valid values

of r. In [32] a use ofr = 10 is suggested. That means when the ratio between the eigenvalues becomes
grater than10 the interest point is assumed on an edge and subsequently discarded.

The remaining interest points will be assigned a orientation in order to ensurerotational invariance.
This way the information contained in the actual descriptor (see below) can be represented in relation to
the assigned orientation. Orientation for an interest point will be determined by calculation of a gradient
histogram in a region around the interest point at its corresponding scaleD (u, v, kσ). According to their
direction the gradients are arranged in the different bins of the histogramand weighted with their magni-
tude. Thus a gradient of great magnitude becomes more influential than a gradient of small magnitude. If
resulting histogram does not clearly indicate one direction, an interest point may also be assigned more
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than one orientation. For details of this process please refer to [32].
After suitable interest point locations were found by the previous steps, made scale and rotational in-

variant, the actual measure of feature comparison needs to be constructed, namely the feature descriptor.
The information contained in the descriptor should make the feature more robust, taking into account
different lighting conditions for example. To calculate the descriptor a vector is constructed by calculat-
ing gradients in a neighborhood around the interest point and weighting thegradients according to their
magnitude and a Gaussian with the interest point as its mean. All in all4 × 4 histograms are computed
around the interest point location, each histogram containing8 bins. The resulting information is written
into a vector of size4 × 4 × 8 = 128. To make the feature descriptor robust to changing illumination
conditions, the vector is normalized (further details in [32]).

SIFT-features are matched by nearest neighbor search: The descriptor of a feature in the first image is
compared to all descriptors found in the second image (or in case of objectrecognition with descriptors in
a database containing the information for specific objects). Distance between two descriptors is measured
by the Euclidean distance. The closest distanced1 between two descriptors is compared to the second
closest distanced2. If the ratio d1

d2
is above a certain threshold (in [32] a threshold of 0.8 is suggested) the

match is discarded due to ambiguity, in all other cases a correspondence between the nearest neighbors is
assumed. Please note that SIFT does approximate the nearest neighbor search by the so calledBest-Bin-
First algorithm which useskd-trees. This especially becomes important for object recognition tasks with
huge numbers of features, since a complete naive nearest neighbor search would be very time consuming.

SURF SURF-features, short for “Speeded Up Robust Features”, introduced by Bay et al. in [4] seek to
reduce computational effort, compared to SIFT, while still maintaining a high rate of correct matching.
In the implementation of SURF-features another method to find initial interest points is used. Instead of
the Laplacian of Gaussians (which was approximated by theDoG for SIFT-features) the SURF detector
is based on the determinant of the Hessian Matrix of Gaussians reported in [29]. The Hessian detector is
defined asdet (H (u, v, σ)) with

H (u, v, σ) =

[

Luu (u, v, σ) Luv (u, v, σ)

Luv (u, v, σ) Lvv (u, v, σ)

]

(3.7)

whereLuu (u, v, σ) = ∂2L(u,v,σ)
∂u2 denotes the second order derivative of the Gaussian convolution of the

image (see 3.6). The Gaussian kernel is therefore convolved twice according to equation (3.2) before
being applied to the image.Luv andLvv are defined analogously. The Gaussian convolution is in
practice accomplished by using a discretized and cropped kernel of fixed size. In [4]Luu, Luv andLvv
are roughly approximated by box filtersDuu,Duv,Dvv (see Figure 3.6).

Since the approximation with box filters is rather coarse just exchangingLuu, Luv andLvv in equa-
tion (3.7) will yield different results from the original Hessian detector. Tobetter emulate the Hessian
detector Bay et al. propose

det (H (u, v, σ)) ≈ DuuDvv − (0.9Duv)
2 (3.8)

This approximation is justified by observing

‖Luv‖F‖Duu‖F
‖Luu‖F‖Duv‖F

= 0.912 . . . ≈ 0.9 (3.9)
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Figure 3.6: Gaussian Kernels and Box Filters.(a) shows a discretized kernel forLuu (u, v, σ) (see equation (3.7)),
with σ = 1.2. Below in (e) the 3D plot of the kernel is depicted. Please note thatLvv (u, v, σ) can be achieved
by rotating (a) by 90◦. In (b) the kernel forLuv is shown and its corresponding 3D plot is depicted in(f). (c)
and (g) picture the box filterDuu approximating toLuu. Accordingly box filterDuv displayed in(d) and (h)
corresponds to (b) and (f). Note the different scales of the Gaussian kernels (e) and (f) compared to their box filter
approximations (g) and (h) which results in the adaption of the Hessian detector in equation (3.8).

where‖ ‖F denotes the Frobenius norm,Luu, Luv the second order of a Gaussian convolution with
standard deviationσ = 1.2 andDuu, Duv the corresponding box filters of size9 × 9 (see Figure 3.6).
Equation (3.9) yields the the ratio of the resultant convolution of box filter approximationsDuu toDuv

compared with the ratio of the convolution ofLuu andLuv. This in turn gives a valid measure how the
determinant has to be modified, leading to equation (3.8). A variance ofσ = 1.2 and box filter of size
9 × 9 are the initial values in the original SURF implementation by Bay et al. to detect scale invariant
interest points.

Before the box filters are applied, theintegral image(see subsection 3.2.1) of the input image is
created. Integral images allow for a fast alternative to the image pyramid: Instead of iteratively applying
a filter to the output of the previous layer and sub-sampling the image for the next octave the filter size
is increased. This has basically the same effect, but is usually not done, because increased filter sizes
usually greatly increase the needed computations. However since box filters are applied to an integral
image, the computational effort to calculate the result is independent of the filter size. And since all
filters are applied to the same integral image the whole process could easily be done in parallel, taking
advantage of multi-processor platforms. Similar to SIFT, potential interest points are detected as local
extrema in a neighborhood on their and the adjacent scales. Afterwards the location of the interest points
is calculated to sub-pixel accuracy, also using the approach of [9].
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(a) (b)

Figure 3.7: Object recognition with SURF-features in cluttered desk environment. The object is shown in the
upper left corner of(a) and (b). Estimated correspondences are indicated by red lines. Notice that both cases
(a) and (b) contain false matchings (though more obvious in (a)). However the majority of features are matched
correctly, therefore object position and orientation in the image can be estimated.

Next the orientation of the feature will be estimated. Please note that there alsoexists a version of
SURF, called U-SURF where the step is omitted and orientation is assumed to be upright. Since the
camera will not heavily rotate around its ownZc-axis in many application scenarios this is a sensible
measure to reduce computational effort in these cases. Instead of usinghistograms of gradients like
SIFT, SURF determines the orientation of a feature by calculating several Haar-wavelet responses inU
andV direction at different scales. Since Haar-wavelets are box filters, the already constructed integral
image can be reused. The descriptor itself is also constructed of wavelet responses over a squared area,
centered at the interest point and rotated accordingly to the previously determined orientation. In order to
speed up the comparison process of features SURF-feature use a descriptor of size64 (instead of SIFT’s
128), which increases comparison speed. The actual comparison works just like for SIFT-features.
Exemplary object matching, using SURF-features is depicted in Figure 3.7.

An interesting comparison between SIFT and SURF can be found in [48], where features in outdoor
images taken during different seasons and thus very different lighting conditions are compared.
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3.2 Basic Image Processing Techniques

Many applications in computer vision benefit from high frame rates. VISUAL MONO-SLAM makes no
difference and update frequencies significantly below∼ 60 Hz will seriously hamper the performance
of the algorithm. High frame rates of course imply that all needed computations for one image need
to be done before the next image is retrieved, which leaves a time window of 30– 60 ms per image,
dependent on the frame rate of the used camera. In this time window existing features need to be matched,
eventually new features need to be acquired, all computations associated with theExtended Kalman filter
(see section 4.1) need to be completed and results need to be visualized. On this account it is important
to speed up computations as much as possible, even though this implies some inconvenience on the
implementation of algorithms, since naive solutions which are easy to program and understand tend to
perform rather slow.

To provide a short example for this remark consider the representation ofimage data. Since images
are 2 dimensional it seems convenient and natural to represent an 8 bit gray-scale image of sizewidth×
height as a two dimensional arrayimg [width] [height] of char or any other 8 bit data type. This way
the pixel at position(u, v)T could simply be addressed by usingimg [u] [v]. During image processing
oftentimes data needs to be temporarily copied, allocated, freed and addressed. Since all the above
mentioned operations perform much faster on one dimensional arrays, usually images are internally
represented asimg [width× height]. That means of course that addressing a pixel(u, v)T becomes less
convenient (img [width · v + u]).

In subsection 3.2.1 the concept of integral images will be presented, whichare used in the SURF
algorithm and prove also beneficial for other purposes. Thereafter the topic of image patch matching
is discussed in subsection 3.2.2 which will also serve to exemplary illustrate the importance of efficient
computation in image processing.

3.2.1 Integral Images

Integral imageswere first introduced in 1984 by Crow [15]. Each pixel in an integral imageInt contains
the sum of the intensity of all pixels to the left and above of this pixel in the original image and the
intensity of the pixel itself. Formally this can be expressed as

Int (u, v) =
∑

u′≤u

∑

v′≤v

I
(
u′, v′

)
(3.10)

whereI (u, v) denotes the gray-scale value of the pixel at position(u, v) in imageI. The computation
of (3.10) can be done efficiently in a single pass over imageI by employing

Int (u, v) = I (u, v) + Int (u− 1, v) + Int (u, v − 1)− Int (u− 1, v − 1) (3.11)

To further speed up the computation oftentimes an additional column above the first column and an
additional row left of the first row are added to resultant the integral image. These rows are filled with
0s, so that equation (3.11) can be employed without any special consideration of the boundaries. From
(3.10) and (3.11) follows that computational cost for the integral image is inO (n) wheren is the number
of pixels contained in one image (per pixel 2 additions and 1 subtraction are needed).

Still the benefit of integral images might not be obvious at first. Once constructed, an integral image
allows the summation of the image intensity in a rectangular area specified by its four corners in constant
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ul ur

ll lr

(0, 0)

Figure 3.8: Summation over rectangle in integral image. To get the sum ofthe intensity of all pixels inside the
rectangle given byul and lr (colored in gray) the rectangle specified by(0, 0) and lr is added to the rectangle
specified by(0, 0) andul. The rectangles marked by vertical lines (defined by(0, 0) andur) and horizontal lines
(defined by(0, 0) andll) are subtracted. Due to the nature of the integral image the needed sums can be accessed
by 4 simple references (see equation (3.12)).

time. Consider the corners of a given rectangle as upper left(uul, vul), upper right(uur, vur), lower left
(ull, vll) and lower right(ulr, vlr). The summation over all pixels in the defined rectangle is given by

ulr∑

u=uul

vlr∑

v=vul

I (u, v) = Int (uul, vul) + Int (ulr, vlr)− Int (uur, vur)− Int (ull, vll) (3.12)

A graphical representation of equation (3.12) is provided by Figure 3.8.The property described in equa-
tion (3.12) allows for very fast calculation of box filters, simply by calculatingthe sum of the rectangle
specified by the filter according to equation (3.12) and multiplying it by the weight of the box filter. This
characteristic was first exploited by Viola and Jones [49] for object recognition, using cascades of Haar
wavelets as classifiers. Since then it has been used in other applications, for example the approximation
of the Hessian of Gaussians in scale space in SURF-features (see subsection 3.1.2 SURF). It also be-
comes very useful in the comparison of image patches, as shown in subsection 3.2.2. It should be noted
that it is sometimes beneficial to also calculate the integral image of squared sumsIntsq.

Intsq (u, v) =
∑

u′≤u

∑

v′≤v

I
(
u′, v′

)2
(3.13)

The integral image of squared sums can be calculated like the integral image in a single pass simply by
exchangingI (u, v) in equation (3.11) withI (u, v)2. ThereforeInt andIntsq are usually calculated
together in one single pass over imageI if required.

3.2.2 Image Patch Comparison

The following subsection is supposed to give a short overview how images or image patches can be
compared efficiently. In the following the terms image and image patch will be usedinterchangeably,
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since it makes no algorithmic difference if whole images or just parts of them are compared. The purpose
of the comparison is to determine if in two given image patches the same scene is depicted. It is important
to note, that both images need to have the same size (width × height) and the discussed techniques are
applicable to gray-scale or any other single channel images.

For this purpose a comparison functionC (I, I ′) is needed which gets two images as input and should
indicate if these images are similar or not. The perhaps most obvious idea to solve this task is to just
calculate the sum of distances between single pixels in ImagesI andI ′:

Cdist
(
I, I ′

)
=
∑

u

∑

v

I (u, v)− I ′ (u, v) (3.14)

While (3.14) would correctly determine a distance of0 for two identical images it would fail in many
other cases (a gray image would be considered similar to an image showing whiteand black in equal
parts). Using the absolute distances instead of the subtraction would correct this problem. However it is
usually desired to weight one great difference stronger than many small differences, since this reduces
the influence of random noise. Therefore theSSD is often considered a good measure of comparison

Cssd
(
I, I ′

)
=
∑

u

∑

v

(
I (u, v)− I ′ (u, v)

)2
(3.15)

Still (3.15) will have problems with images under different illumination. IfI ′ (u, v) = I (u, v) + k where
∀u, v : 0 ≤ u < width, 0 ≤ v < height, k ∈ Z holds, then both images show exactly the same image
under different lighting conditions, butCssd will indicate a difference betweenI andI ′. Another problem
might be that the codomain ofCssd is dependent on the size of the compared images. This inhibits the use
of fixed thresholds to evaluate results different from perfect matches (Cssd = 0). To address the problems
of the aforementioned comparison functions thenormalized cross-correlation(abbreviatedNCC in the
following) is a suitable function. It is defined as

CNCC
(
I, I ′

)
=

1

n

∑

u

∑

v

(
I (u, v)− Ī

) (
I ′ (u, v)− Ī ′

)

σIσI′
(3.16)

where Ī and Ī ′ are the mean values of imageI andI ′ respectively,n = width · height denotes the
number of pixels in the image patches andσI andσI′ are the standard deviation of imagesI andI ′.
Contrary to the (absolute) distance of theSSD small results for theNCC do not indicate good matches.
The range of values for theNCC is defined asCNCC (I, I ′) 7→ [−1, 1] where 1 indicates a perfect match
and−1 would correspond to a perfect mismatch (i.e. the image is compared to its invertedimage). The
use of the standard deviation provides for robustness against changing illumination.

Obviously the normalized cross correlation is more costly to compute than (3.14)or (3.15). Naive
implementation will not be fast enough to estimate a good correspondence in theavailable time window.
Consider the scenario that a given image patchp is compared to a region of identical size in imageI.
The objective is to find the position where patch and image correspond bestand if the score of theNCC
is above a given threshold it may be assumed that the patch is depicted in this part of the image. Like
kernels, patches in this scenario are typically of odd width and height (butnot necessarily squared), so
that there is one center pixel which determines the position of the patch in the image. The image patch’s
size is given bypw × ph and the search region in imageI is denoted bySI . SI can take various shapes,
most common are rectangles or circles around a given image coordinate(u, v), but also a set of listed
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image coordinates would work. Since patchp will not change it is assumed, that standard deviationσp
and mean̄p are previously determined, the part of the image compared withp around image coordinate
(u, v) is denoted aspI (u, v), its mean and standard deviation asp̄I andσpI

. To simplify the expressions
it is furthermore assumed that the image coordinates inp andpI are the same, i.e. in both the upper left
corner refers to(0, 0) and the lower right to(pw − 1, ph − 1). The naive implementation ofNCC might
look like Algorithm 3.1. Note that the operations in lines 3 and 4 of Algorithm 3.1 are also loops, going

Algorithm 3.1: Naive Implementation ofNCC.
Please note that functionsgetMean() andgetStdDev() include loops over all pixel inpI .

input : image patchp, imageI and a search regionSI
output: correlation scorebest score and corresponding positionbest pos
best score←−11

best pos← (−1,−1)2

patch size← pw ∗ ph3

forall (i,j) in SI do4

pI ← getPatch(i, j)5

p̄I ← getMean(pI) // loop over all pixels inpI required6

σpI
← getStdDev(pI) // loop over all pixels inpI required7

sum← 08

forall (u,v) in pI do9

sum← sum + (p(u, v)− p̄) ∗ (pI(u, v)− p̄I)10

end11

sum← sum / ( patch size ∗ σp ∗ σpI
)12

if sum > best score then13

best score← sum14

best pos← (i, j)15

end16

end17

over all elements ofpI .

There exist however several methods to speed up the calculation of equation (3.16). Consider the
definition of the standard deviation of an image patchp of sizen = pw × ph with its upper left corner at
position(up, vp) in imageI:

σp =

√
√
√
√ 1

n

pw−1
∑

u=0

ph−1
∑

v=0

(p (u, v)− p̄)2

=

√
√
√
√ 1

n

pw−1
∑

u=0

ph−1
∑

v=0

(

I (u + up, v + vp)−
1

n

pw−1
∑

u=0

ph−1
∑

v=0

I (u + up, v + vp)

)2

(3.17)

This expression can be simplified, if a closer look is taken to
∑pw−1

u=0

∑ph−1
v=0 (p (u, v)− p̄)2 This can be
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rewritten as

pw−1
∑

u=0

ph−1
∑

v=0

(p (u, v)− p̄)2 =

pw−1
∑

u=0

ph−1
∑

v=0

(

p (u, v)2 − 2p (u, v) p̄+ p̄2
)

=

pw−1
∑

u=0

ph−1
∑

v=0

(

p (u, v)2
)

− 2p̄

pw−1
∑

u=0

ph−1
∑

v=0

(p (u, v)) + np̄2

=

pw−1
∑

u=0

ph−1
∑

v=0

(

p (u, v)2
)

− 2p̄np̄+ np̄2

=

pw−1
∑

u=0

ph−1
∑

v=0

(

p (u, v)2
)

− np̄2 (3.18)

Combining equations (3.18) and (3.17) results in

σI =

√
√
√
√ 1

n

(
pw−1
∑

u=0

ph−1
∑

v=0

p (u, v)2
)

− p̄2 (3.19)

If the integral imageInt (see equation (3.10)) and the integral image of squared sumsIntsq (equation
(3.13)) are calculated beforehand,p̄2 and

∑pw−1
u=0

∑ph−1
v=0 p (u, v)2 can be calculated very efficiently as:

p̄ =
Int (up, vp) + Int (up + pw − 1, vp + ph − 1)

n
−

Int (up, vp + ph − 1) + Int (up + pw − 1, vp)

n

and

pw−1
∑

u=0

ph−1
∑

v=0

p (u, v)2 = Intsq (up, vp) + Intsq (up + pw − 1, vp + ph − 1)−

Intsq (up, vp + ph − 1)− Intsq (up + pw − 1, vp)

Since the computation ofInt andIntsq are inO (n) (n being the number of pixels) their computations
pays of quickly especially if several image patches need to be compared in large search areas. However
optimization can be taken another step further. First consider the numeratorof equation (3.16) for the
case of comparing a patchp with a region of imageI of equal size and upper left corner(up, vp). Let p̄I
be the mean value of the defined region inI. With a similar approach as for the standard deviation the
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numerator of equation (3.16) can be written as

pw−1
∑

u=0

ph−1
∑

v=0

(p (u, v)− p̄) (I (u + up, v + vp)− p̄I)

=

pw−1
∑

u=0

ph−1
∑

v=0

(
p (u, v) I (u + up, v + vp)− p (u, v) p̄I − p̄I (u + up, v + vp) + p̄p̄I

)

=

pw−1
∑

u=0

ph−1
∑

v=0

(p (u, v) I (u + up, v + vp))− 2np̄p̄I + np̄p̄I

=

pw−1
∑

u=0

ph−1
∑

v=0

(p (u, v) I (u + up, v + vp))− np̄p̄I (3.20)

Though the first part of the numerator with the double sum has to be computedin a loop, the second part
can be obtained by the integral image (see above). Employing both equations (3.19) and (3.20) results in
Algorithm 3.2.

Algorithm 3.2: Efficient implementation ofNCC.
This algorithm combines the simplifications stated in (3.19) and (3.20).

input : image patchp, imageI, search regionSI Int andIntsq of I
output: correlation scorebest score and corresponding positionbest pos
best score←−11

best pos← (−1,−1)2

patch size← pw ∗ ph3

forall (i,j) in SI do4

pI ← getPatch(i,j)5

i sum← getPatchSum(Int, i, j, pw, ph)6

i sum2← getSquaredPatchSum(Intsq, i,j, pw, ph)7

sum ppI← 08

forall (u,v) inp do9

sum ppI← sum ppI + p (u, v) ∗ pI (u, v)10

end11

numerator← sum ppI − i sum ∗ p̄12

denom← (i sum2 − i sum ∗ i sum / patch size) ∗ σ2
p13

score← numerator / sqrt(denom)14

if score > best score then15

best score← score16

best pos← (i,j)17

end18

end19

The OPENCV function cvMatchTemplate() uses some additional low-level optimizations to
Algorithm 3.2, but the basic principle is the same. Of course the overhead computation needed for
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Specifications
Algorithm

3.1 3.2 cvMatchTemplate()

Patch Size Search Regionms/patch ms/patch % of 3.1 ms/patch % of 3.1

5× 5 3× 3 0.0433 0.0400 92 0.0457 105

5× 5 5× 5 0.1100 0.0766 70 0.0465 42

5× 5 10× 10 0.4239 0.2528 60 0.1067 25

7× 7 3× 3 0.0763 0.0400 52 0.0530 69

7× 7 5× 5 0.1947 0.0877 45 0.0503 26

7× 7 10× 10 0.7460 0.2778 37 0.1156 16

11× 11 3× 3 0.1643 0.0498 30 0.0492 30

11× 11 5× 5 0.4372 0.1015 23 0.0724 17

11× 11 10× 10 1.7474 0.3513 20 0.1151 7

21× 21 3× 3 0.5598 0.0925 17 0.1082 19

21× 21 5× 5 1.5366 0.2064 13 0.1100 7

21× 21 10× 10 6.0853 0.6708 11 0.2804 5

Table 3.1: Speed comparison forNCC computation. All run-times were determined experimental as the average
of 153000 runs on a Intel Core2Duo 2.26 GHz processor (no multi-threading used here). Still it is doubtful, how
reliable the measured run-times are, therefore run-time percentage compared to Algorithm 3.1 is rounded to integer
values and should more be seen as a general indicator, than hard fact.

the integral image and the integral image of squared sums pays off more the larger search area and
image patch become. In Table 3.1 a run-time comparison of the algorithms is depicted. Please note
that patches of size11 × 11 and21 × 21 give stable results, smaller patch sizes may decrease correct
matching. Search regions up to10 × 10 pixels or even larger might temporary be needed in VISUAL

MONO-SLAM. Usually around 10 image patches need to be matched in one frame. Ifnot all necessary
operations can be completed this can lead to a vicious circle, since missed frames induce larger search
areas in the subsequent frame.
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Chapter 4

V ISUAL M ONO-SLAM

After all the basics have been discussed in chapter 2 and 3 this chapter willexplain how the discussed
concepts and algorithms work together in VISUAL MONO-SLAM.

In the first section 4.1 the general concept of the Extended Kalman Filter is introduced from a theo-
retic standpoint. Afterwards it will be shown how an EKF can be used to model 3D positions of distinct
feature points and the pose and velocities of the observing camera. Therefore in section 4.2 the state
representation will be defined, while section 4.3 presents the transition function along its Jacobian. The
function to obtain the measurement prediction and its Jacobian are discussedin section 4.4, followed by
section 4.5 devoted to incorporate the actual measurements gained by feature matching. The description
of the EKF algorithm for the VISUAL MONO-SLAM application is concluded by section 4.6 which
contains the update step along all related operations. The remainder of this chapter covers various issues
concerning the two different 3D point representations introduced in section 4.2. First section 4.7 pro-
vides a mathematical analysis of the linearity of the depth estimation of both 3D pointrepresentations,
followed by section 4.8 which discusses how additional features can be incorporated in the existing
EKF. Afterwards in section 4.9 conversion from one point representation to the other is presented and
the chapter is closed by a brief explanation on the deletion of features in the EKF.

This chapter is supposed to fully illustrate the workings of an EKF at a very detailed level, since many
descriptions of EKFs in the literature are either on a very superficial levelwhere most of the details are
omitted or the EKF is discussed in a mathematical context without any application background. Thus
the reader not familiar with the EKF in the first place might sometimes get the impression that its a priori
state estimation and its correction happen by “magic”. Hopefully this chapter willshow that no “magic”
but plain (and sometimes tedious) mathematics can be used to do all the work. Before the technical
details will be explained in their appropriate sections the main idea of VISUAL MONO-SLAM will be
presented first.

V ISUAL MONO-SLAM will create a consistent 3 dimensional map of the environment by movement
of a single low-cost camera. The environment will be represented by single 3D points. As explained in
section 2.4 depth information can only be gathered if the same point is observed from at least two known
poses. Therefore the pose of the camera needs to be estimated as well. Theestimation is done via
an EKF, assuming a static environment. Therefore changes in the received images are contributed to
camera movement. Dependent on the amount of movement and the depth of a point its parallax will start
to differ. Repeated observation of the same points and comparing the locationof their projections with
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the expected locations refines both camera pose estimation and point location estimation. The underlying
method is triangulation, of course, but the whole triangulation process is implicitlyhandled by the EKF
and does not need to be modeled explicitly. Another nice property of the EKFis that different points in
the EKF will become connected via the covariance matrix. This means that the location estimation of
points that were not observed during one frame may still be improved by the observation of other points.
How this main idea is implemented will be shown in the following.

4.1 Extended Kalman Filter

This chapter will provide a short introduction to theExtended Kalman Filter(EKF) which is used as the
underlying mechanism to estimate pose and feature positions in VISUAL MONO-SLAM.

The EKF is an extension of the Kalman Filter to model non-linear systems. Since the Kalman Filter
and EKF are quite similar in respect to the underlying theory only the EKF will bediscussed further.
Please note that only a very brief and incomplete (in terms of proofs etc.) introduction to the EKF
is given in this chapter. Extensive information on the topic of Kalman Filters andother probabilistic
methods, including proofs, computational complexity analysis and application examples can be found
in [47] which is highly recommended for more details.

The Kalman Filter is a well known and widely used recursiveGaussian filterto estimate the state
of continuous linear systems under uncertainty. That means, that the state vector xt of a system is
modeled by a multivariate Gaussian distribution with meanµt and covarianceΣt, at timet. What the
state denotes is dependent on the application, of course. In VISUAL MONO-SLAM for example the state
will encode the 3D position of the camera in the world coordinate system, its orientation and velocities
and the estimated positions of all observed features. The system will be observed at discrete points in
time, where the current time is always referred to ast, while the previous time steps aret − 1, t − 2
etc. The system can be influenced in each time step by a set of actions denoted asat. Furthermore it is
assumed that some sort of sensor with measurement functionh exists which can be used to gain (noisy)
measurementszt about the system at timet. Each time step is structured in two phases: First comes the
so calledprediction stepand afterwards theupdate step. The basic idea of the prediction is to estimate
into which state the system should be transferred to from estimated state(µt−1,Σt−1) if actionsat are
executed. This is done by transition functiong (at, µt−1). Once the next state(µ̄t, Σ̄t) is predicted, a
measurement prediction has to be made. In order to do this, a measurement model with a functionh (µ̄t)
is needed, whereh (µ̄t) returns the measurements which are expected, if the system would in fact be
in state(µ̄t, Σ̄t). After the execution a measurementzt is taken and the actual state of the system is
compared with the predicted state. Both prediction and measurement influencethe new estimated state
(µt,Σt). Algorithm 4.1 shows the the previous description in a more compact way. Notethat while the
measurementszt and the actionsat can be directly observed, the rest of the system, especially statext
can not be observed directly, but is estimated through sensor measurements and actions. If the true state
could be observed there would be no need for an estimation and thus an EKF. This distinction is depicted
in Figure 4.1.

In the remainder a closer look is taken to Algorithm 4.1 to properly explain the meaning of all
involved terms. As stated above, the Kalman Filter can only be used for linear systems, which is a rather
severe limitation, since many “interesting” systems do not behave linearly. Since only linear systems
are considered in the Kalman Filter the prediction of the meanµ̄t (Algorithm 4.1, line 1) is done by
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Figure 4.1: Schematic EKF Sequence.
Legend:g – transition function,h – measurement function,R – transition noise,Q – sensor noise,a – actions,t –
time andx – state. Arrows indicate influences. Keep in mind thatx denotes the real state and not its estimation.
Therefore there is no arrow from the measurementz to statex, since the measurement should not change the actual
state of the system (while it is likely to change the estimation of the state).

Algorithm 4.1: Extended Kalman Filter

input : prev. meanµt−1, prev. covarianceΣt−1, actionsat, measurementszt
output: meanµt, covarianceΣt

µ̄t = g (at, µt−1)1

Σ̄t = GtΣt−1G
T
t +Rt2

Kt = Σ̄tH
T
t

(
HtΣ̄tH

T
t +Qt

)−1
3

µt = µ̄t +Kt (zt − h (µ̄t))4

Σt = (1−KtHt) Σ̄t // 1 is identity matrix5

multiplying the actionsat with an appropriate matrix, encoding the state transition. The EKF uses
linearizationof to enable estimation of systems, featuring non-linear behavior. In a non-linear system
the state transition cannot be expressed by a matrix (since the system would be linear otherwise), but is
expressed by some functiong. To linearizeg first order Taylor expansion is used, which creates a linear
approximation ofg, dependent on the properties of the first order derivativeg′. Since Taylor expansion
approximates a function from a single point and the value of the derivatives at that point, for a Gaussian
functions it is reasonable to use the point of the largest likelihood as that point. This is given by the last
meanµt−1. The linearization forg is therefore given by

g (at,xt−1) ≈ g (at, µt−1) + g′ (at, µt−1) (xt−1 − µt−1)

= g (at, µt−1) +Gt (xt−1 − µt−1) (4.1)

wherext denotes the actual state at timet − 1 andGt the Jacobianof g (at, µt−1). The JacobianGt
plays an important part in the estimation of the covariance (see Algorithm 4.1, line 2). To model noise
in the transition function a Gaussian random variable with mean0 and covarianceRt is incorporated in
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the state prediction. This is reflected in the additive termRt in line 2 of Algorithm 4.1 while line 1 is
not influenced, since the mean of the noise is0. The same linearization method used ong is applied to
measurement functionh, resulting in its JacobianHt (Algorithm 4.1, line 3). In the same line matrixKt

is calculated, which is referred to asKalman gainin the literature. The Kalman gain can be interpreted
as a weight how strongly the actual measurementzt can influence the predicted meanµ̄t, resulting inµt
(see line 4). Finally the Kalman gain and the Jacobian of the measurement function are used to update
the estimation of the covariance (line 5).

Please note that the EKF after the linearization forg andh according to equation (4.1) basically cor-
responds to the well-studied Kalman Filter. Due to this fact and its simplicity and efficiency compared to
other methods to estimate non-linear systems the EKF is currently one of the most popular approaches in
this field. The computational most expensive part of the EKF is the matrix inversion in line 3. According
to [47] the EKF is inO

(
k2.4 + n

)
, wherek is the dimension of measurement vectorzt andn denotes the

dimension of statext. Compared to other approaches like particle filters, which can be exponential in n
this is quite fast. Still for high frequency applications like VISUAL MONO-SLAM the matrix inversion
limits the feasible size of the state vectorxt. What this means in practice will be discussed in chapter 4
alongside the practical implementation of an EKF as the core of VISUAL MONO-SLAM.

4.2 State Representation

As stated in section 4.1 the state vectorxt is not directly observable but can only indirectly be estimated
by prediction, sensor measurements and subsequent fusion of prediction and measurement. All informa-
tion important for the system needs to be encoded in the state, which implies for VISUAL MONO-SLAM
that the current position and orientation of the camera need to be included in the state vector as well as
the estimated positions of all present features in the map. In practice that means thatxt is composed
of two parts. The first will represent the camera state and this part will notvary in its dimension. The
second part ofxt will contain the features and their estimated positions, thus making up the map. This
part will vary in dimension, since the map is initially empty and will grow (and eventually shrink) over
time.

Before the different parts contributing to the state vector are consideredfirst some short notes on the
notation used in the following are given: In the following two coordinate systems will be considered,
namely the world coordinate systemW and the camera coordinate systemC. These coordinate system
may be denoted as superscripts in the remainder to indicate relative to which coordinate system a variable
is defined (for exampleωC). To better distinguish vectors from scalars vectors will be printed bold and
in non-italics (sox denotes a vector whilex would denote a scalar).

It should be noted that VISUAL MONO-SLAM as presented in the following assumes a right-hand
coordinate system, for both world coordinates and camera coordinates. This is later illustrated among
other things in Figure 4.3.
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4.2.1 Camera Representation

Information concerning the camera is encoded in a 13 dimensional vectorxv, which embodies the first
entries in the complete state vectorxt. Vectorxv has the following appearance:

xv =









rWC

qWC

vW

ωC









(4.2)

whererWC = (xc yc zc)
T denotes the 3D position of the camera optical center in the world coor-

dinate system,qWC the unitquaternionspecifying the camera orientation relative to the world frame,
vW encodes the linear velocities of the camera along the coordinate axes ofW andωC the angular ve-
locities relative to the camera coordinate systemC. Thus the camera state will be represented by a 13
dimensional vector. Initially the camera will be positioned in the origin of the worldcoordinate system
(rWC = (0 0 0)T ), looking into the direction of the positiveZW -axis (qWC = (1 0 0 0)T ) and the
camera is assumed to be unmoving (vW = ωC = (0 0 0)T ).

The13× 13 covariance matrixP is initialized as

P =









0 · · · 0 0
...

.. .
...

...

0 · · · 0 0

0 · · · 0 V









, V =














1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 0.5 0 0

0 0 0 0 0.5 0

0 0 0 0 0 0.5














If the reader should be unfamiliar with quaternions and how they can be used to represent rotations
and their advantages compared to other rotation notations [3, 43] providesuseful information on this
topic.

4.2.2 XYZ Feature Representation

The parametrization of a 3 dimensional featurexi in the EKF seems straightforward by simply denoting
xi as

xi =
(

xi yi zi

)T

(4.3)

referred to as XYZ encoding. As discussed in section 2.4 cameras are not able to measure depth imme-
diately, but can only calculate depth by triangulation for given correspondences and two or more known
camera positions. At the first observation of a newly initialized feature no information about its depth
can be deduced. While the EKF is able to cope with non-linear transition and measurement functions by
linearization, its state estimation estimation modeled as Gaussian(µt,Σt) has to be linear. Unfortunately
if a feature is not initialized with its guessed depth close to its real depth (which isquite unlikely) the
depth estimation will not behave linear and thus cannot be correctly modeled inan EKF.
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θi

φi
O

yi

Figure 4.2: Azimuth and elevation in camera coordinate system. The camera optical center is denoted asO,
coordinate axes are labeledXc, Yc andZc. For the observed featureyi, marked by a★, azimuthθi and elevation
φi are depicted. The azimuth is shaded in blue, while the elevation is shaded red.

4.2.3 Inverse Depth Feature Representation

To address the problems caused by initialization of features in XYZ encodingthe authors of [13,16,20]
propose aninverse depthencoding of features. Since the inverse depth is linear in contrast to depththis is
a feasible approach. A featureyi in inverse depth encoding is comprised by the following 6 dimensional
vector:

yi =
(

xc,i yc,i zc,i θi φi ρi

)T

(4.4)

wherexc,i, yc,i, zc,i specify the 3D position of the camera’s optical center at the first observation of
featureyi. θi andφi areazimuthandelevation(see Figure 4.2) of the feature in reference to the camera
coordinate system andρi is the inverse depth ofyi.

The 3D point modeled by (4.4) is given by

xi =






xi

yi

zi




 =






xc,i

yc,i

zc,i




+

1

ρi
m (θi, φi) (4.5)

m (θi, φi) =
(

sin θi cosφi − sinφi cos θi cosφi

)T

(4.6)

Functionm (θi, φi) in equation (4.6) yields a unit vector pointing from the camera’s optical center
to featureyi. Multiplying this vector with the depthdi = 1

ρi
and adding it to the position of the first

observation(xc,i yc,i zc,i)
T results in the concurrent 3D position (equation (4.5)).

Both XYZ encoded features and inverse depth features consist of morethan just the description of a
3 dimensional point by equations (4.3) and (4.4) respectively. In additionsome comparison mechanism
is needed. Whether this is done by comparison of an image patch, as presented in subsection 3.2.2 or
by comparison of high level descriptors (see subsection 3.1.2) dependson the actual implementation and
has no influence on the underlying mathematical modulation of the EKF.
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The full state vectorxt for a map composed ofn features is therefore composed of

xt =
(

xTv fT1 fT2 . . . fTn

)T

(4.7)

wherefi ∈ {xi,yi} denotes a feature either in XYZ or inverse depth encoding.

4.3 State Transition

The state transition functiongv for the camera in VISUAL MONO-SLAM is quite simple. As stated
in equation (4.2) the camera is defined by the 3D position of its optical centerrWC its orientation as
a quaternionqWC and linear and angular velocitiesvW andωC . In section 4.1 the transition function
g (ut, µt−1) was dependent on the current actionsut and the previous meanµt−1. In the case of a free
moving camera no observable explicit commands are given, thus the transitionfunction in this case will
solely depend onµt−1 and is defined as

gv (µt−1) =









rWC
t

qWC
t

vWt

ωCt









=









rWC
t−1 + vWt−1∆t

qWC
t−1 × quat

(
ωCt−1∆t

)

vWt−1

ωCt−1









(4.8)

where∆t is defined as the difference oft andt−1 andquat
(
ωCt−1∆t

)
is the quaternion corresponding to

the rotation ofωCt−1∆t. To compute the quaternion from the given angular velocities and time difference
∆t two operations are necessary. First the the angle-axisa = 〈a, α〉 representation of the rotation is

calculated. For given angular velocityωCt =
(

ωCt,X ωCt,Y ωCt,Z

)T

and ∆t the equivalent angle-axis

representation is given by

a = 〈a, α〉 = 〈






ax

ay

az




 , α〉 = 〈








ωC
t,X∆t

‖ωC
t ∆t‖

ωC
t,Y ∆t

‖ωC
t ∆t‖

ωC
t,Z∆t

‖ωC
t ∆t‖







, ‖ωCt ∆t‖〉 (4.9)

whereωCt,γ , γ ∈ {X,Y, Z} refers to the angular velocity around the indicated coordinate axis. The result
of (4.9) is then transferred to the quaternionq denoting the same rotation:

q =
(

cos α2
ax

‖a‖ sin α
2

ay

‖a‖ sin α
2

az

‖a‖ sin α
2

)T

(4.10)

Since no information about any actions like accelerations of linear or angular velocity are available both
velocity vectors are predicted to be the same inµ̄t as inµt−1. If during measurement contradicting
information concerning this assumption is gathered, this will be incorporated inthe update step. As all
features in the map are assumed to be static their estimations are not changed bythe transition function.
This leads to the following complete transition function:

g (µt−1) =

(

gv (µt−1)

0

)

(4.11)
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where0 denotes the 0 vector anddim (0) = ndim − 13 if dim (µt−1) = ndim.

Please note that for similar applications of VISUAL MONO-SLAM it might be possible to directly
observe issued commands. If for example a single camera is mounted on top ofa robot, its steering
commands would definitely have an impact on the appearance of the transition function.

With the complete transition functiong (µt−1) defined in equation (4.11) for the VISUAL MONO-
SLAM scenario its JacobianGt should be considered, to complete the prediction step of the EKF (lines
1 and 2 in algorithm 4.1). According to (4.11) for an-dimensional mean vectorµt−1 and belonging
ndim × ndim covarianceΣt−1 JacobianGt is of the following form

Gt =

(

Ft 0

0 0

)

, dim (Ft) = 13× 13, dim (Gt) = ndim × ndim (4.12)

In the remainder of 4.3 the appearance ofFt will be examined more closely. MatrixFt is the Jacobian of
gv (µt−1), defined in equation (4.8). Judging from (4.8) the structure ofFt is

Ft =











∂rWC
t

∂rWC
t−1

0
∂rWC

t

∂vW
t−1

0

0
∂qWC

t

∂qWC
t−1

0
∂qWC

t

∂ωC
t−1

0 0
∂vW

t

∂vW
t−1

0

0 0 0
∂ωW

t

∂ωW
t−1











(4.13)

where0 is already inserted in place of the Jacobians submatrices where no influence is present. Of the
remaining 6 non-zero Jacobians 4 can be dealt with easily, namely it holds

∂rWC
t

∂rWC
t−1

=
∂vWt
∂vWt−1

=
∂ωWt
∂ωWt−1

=






1 0 0

0 1 0

0 0 1




 ,

and

∂rWC
t

∂vWt−1

= ∆t






1 0 0

0 1 0

0 0 1






which follows immediately from (4.8). To distinguish the real and the three imaginary parts a quaternion
q will be denotes asq = (qt,r qt,i qt,j qt,k)

T . The quaterniona refers to the quaternion representing
the rotation given byωCt−1 and∆t, thusat−1 = quat

(
ωCt−1∆t

)
. Using these notations the 2 remaining
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Jacobians∂q
WC
t

∂qWC
t−1

and ∂q
WC
t

∂ωC
t−1

are defined as

∂qWC
t

∂qWC
t−1

=









at−1,r −at−1,i −at−1,j −at−1,k

at−1,i at−1,r at−1,k −at−1,j

at−1,j −at−1,k at−1,r at−1,i

at−1,k at−1,j −at−1,i at−1,r









(4.14)

∂qWC
t

∂ωCt−1

=
∂qWC

t

∂quat
(
ωCt−1∆t

)
∂quat

(
ωCt−1∆t

)

∂ωCt−1∆t

=









qt−1,r −qt−1,i −qt−1,j −qt−1,k

qt−1,i qt−1,r −qt−1,k qt−1,j

qt−1,j qt−1,k qt−1,r −qt−1,i

qt−1,k −qt−1,j −qt−1,i qt−1,r






















∂at−1,r

∂ωC
t−1,X

∆t

∂at−1,r

∂ωC
t−1,Y

∆t

∂at−1,r

∂ωC
t−1,Z

∆t

∂at−1,i

∂ωC
t−1,X

∆t

∂at−1,i

∂ωC
t−1,Y

∆t

∂at−1,i

∂ωC
t−1,Z

∆t

∂at−1,j

∂ωC
t−1,X

∆t

∂at−1,j

∂ωC
t−1,Y

∆t

∂at−1,j

∂ωC
t−1,Z

∆t

∂at−1,k

∂ωC
t−1,X

∆t

∂at−1,k

∂ωC
t−1,Y

∆t

∂at−1,k

∂ωC
t−1,Z

∆t














(4.15)

To solve
∂quat(ωC

t−1
∆t)

∂ωC
t−1

∆t
a closer look at the partial derivatives in the right-hand matrix in (4.15) is needed.

First consider the partial derivatives of the real part of the quaternion. These are calculated by

∂at−1,r

∂ωCt−1,γ∆t
= − sin

(

‖ωCt−1‖
∆t

2

)
ωCt−1,γ

‖ωCt−1‖
∆t

2
, γ ∈ {X,Y, Z} (4.16)

The partial derivatives in the remaining3 × 3 submatrix of the right-hand matrix in (4.15) can be dis-
tinguished in two cases: Those were the imaginary part of quaterniona is derived by its corresponding
angular velocity (found on the main diagonal of the3 × 3 submatrix) and the other partial derivatives.
The main diagonal partial derivatives are

∂at−1,η

∂ωCt−1,γ∆t
= cos

(

‖ωCt−1‖
∆t

2

)
ωCt−1,γ

2

‖ωCt−1‖2
∆t

2
+ sin

(

‖ωCt−1‖
∆t

2

)
1

‖ωCt−1‖

(

1−
ωCt−1,γ

2

‖ωCt−1‖2

)

(4.17)

and(η, γ) ∈ {(i,X), (j, Y ), (k, Z)} The partial derivatives still left are of the form

∂at−1,η

∂ωCt−1,γ∆t
=
ωCt−1,ζω

C
t−1,γ

‖ωCt−1‖
2

(

cos

(

‖ωCt−1‖
∆t

2

)
∆t

2
−
(

1

‖ωCt−1‖
sin

(

‖ωCt−1‖
∆t

2

)))

(4.18)

with (η, γ, ζ) ∈ {(i, Y,X), (i, Z,X), (j,X, Y ), (j, Z, Y ), (k,X,Z), (k, Y, Z)}. Though the partial
derivatives (4.16), (4.17) and (4.18) may seem complicated at first glance they can be obtained by simple
but somewhat tedious application of the common rules of derivation on function quat(ωCt−q∆t), defined
by equations (4.9) and (4.10).

In order to calculate the prediction of the covarianceΣ̄t there is still one piece missing, namely the
additional noiseRt (see algorithm 4.1, line 2).Rt has an appearance similar toGt:

Rt =

(

R′
t 0

0 0

)

, dim
(
R′
t

)
= 13× 13, dim (Rt) = ndim × ndim (4.19)
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where matrixR′
t is defined as

R′
t = F̃t Vmax,t F̃

T
t =











∂rWC
t

∂vW
t−1

0

0
∂qWC

t

∂ωC
t−1

∂vW
t

∂vW
t−1

0

0
∂ωW

t

∂ωW
t−1











Vmax,t











∂rWC
t

∂vW
t−1

0

0
∂qWC

t

∂ωC
t−1

∂vW
t

∂vW
t−1

0

0
∂ωW

t

∂ωW
t−1











T

(4.20)

with

dim
(

F̃t

)

= 13× 6, dim (Vmax,t) = 6× 6

WhereF̃t is the13 × 6 submatrix, formed by columns8 – 13 of matrix Ft (see equation (4.13)). If
the maximal linear velocity is denoted byvWmax and maximal angular velocity asωCmax matrixVmax,t is
defined as

Vmax,t =

(

Vmax,t 0

0 Ωmax,t

)

(4.21)

whereVmax,t andΩmax,t in turn are specified by

Vmax,t =
(
vWmax∆t

)2






1 0 0

0 1 0

0 0 1




 , Ωmax,t =

(
ωCmax∆t

)2






1 0 0

0 1 0

0 0 1






Having completed the prediction ofµ̄t andΣ̄t next the measurement function needs to be considered.

4.4 Measurement Function

In this subsection the measurement functionh and its JacobianHt will be presented. Both play an
integral part in the EKF and therefore in VISUAL MONO-SLAM, since theHt influences the Kalman
gainKt and the difference of the actual measurementszt and the measurement predictionh (µ̄t) is used
to eventually correct the predicted pose according to received sensordata.

According to the pinhole camera model (see chapter 2) an observed point on the image sensor defines
a directional vectorhC = (hx hy hz)

T in the camera coordinate systemC. For better readability the the
subscripts denoting timet will be omitted for the time being. For a point in XYZ encodingxi directional
vectorhC is specified by

hCi = hCXYZ,i = RCW











xi

yi

zi




− rWC




 (4.22)

whererWC denotes the position of the camera optical center in the world coordinate system andRCW

is the rotational matrix to transform vector(xi − rWC) into the camera coordinate system.RCW can
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be obtained by the inverse of quaternionqWC which denotes orientation of the camera with respect to
the world coordinate system. How a unit quaternionq = (qr qi qj qk) can be converted by function
q2r (q) into a rotation matrixR denoting the same rotation is shown in the following equation:

R = q2r (q) =






q2r + q2i − q2j − q2k −2qrqk + 2qiqj 2qrqj + 2qiqk

2qrqk + 2qiqj q2r − q2i + q2j − q2k −2qrqi + 2qjqk

−2qrqj + 2qiqk 2qrqi + 2qjqk q2r − q2i − q2j + q2k




 (4.23)

Please note that in the special case of unit quaternions the inverseq−1 of a quaternionq is the same
as the conjugatēq of the quaternion. Furthermore it makes no difference in the resulting matrix iffirst
the the quaternionqWC is conjugated andRCW is constructed asq2r

(
q̄WC

)
or if qWC is converted

by q2r
(
qWC

)
to RWC first andRWC is subsequently inverted to obtainRCW . However in terms of

computational efficiency first calculating the conjugateq̄WC is preferable, since this can be done by
switching the sign of three double values which is less costly than matrix inversion.

The directional vector for a pointyi in inverse depth encoding is given using equation (4.5) in (4.22):

hCi = hCρ,i = RCW




ρi











xc,i

yc,i

zc,i




− rWC




+m (θi, φi)




 (4.24)

wherem (θi, φi) is defined in equation (4.6). It is noteworthy that even for points at infinity (ρi = 0)
equation (4.24) can be evaluated without problems. In scenes observedby a camera points which show
no parallax despite movements of the camera are considered to be at infinity orclose to infinity. For these
kind of points whereρi ≈ 0 holds it follows by equation (4.24) thathC ≈ RCWm (θi, φi). That means
while points at or close to infinity will not contribute to the estimation of the camera position rWC ,
they still can provide valuable information on the camera’s orientationqWC and the directional vector
m (θi, φi) of the associated pointyi in inverse depth coding. A scene with different point encoding is
depicted in Figure 4.3.

Furthermore it should be mentioned that for a given pointyi in inverse depth and a XYZ-coded point
xj obtained by evaluatingyi according to equation (4.5) generallyhCXYZ,i 6= hCρ,j will hold. This can be
explained by the different lengthhCXYZ,i andhCρ,j will have in the general case. However both vectors
will specify the same direction (i.e.hCρ /‖hCρ ‖ = hCXYZ/‖hCXYZ‖).

Of coursehC is neither for points in XYZ encoding nor for points in inverse depth directly observed,
but only the points projection on the image sensor. For a given pointfi, f ∈ {x,y} and its associated
directional vectorhCi the undistorted image coordinates(uu,i, vu,i)

T expected projection to be measured
is given by

hp (fi) =

(

uu,i

vu,i

)

=

(

u0 − f
du

hx,i

hz,i

v0 − f
dv

hy,i

hz,i

)

(4.25)

where(u0, v0) denotes the principal point,du × dv is the physical size of a pixel andf the focal length
of the camera.

To resemble the actual coordinates obtained by the camera the undistorted image coordinate(uu,i, vu,i)
T

needs to be distorted to be comparable to the actually received image. The distortion of image coordinate
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1
ρi

= di

Pi

hCρ,i

hCXYZ,i

rWC
1

rWC
2

rWC
3

α1

α2

m

XW

Y W

ZW

OW

Xc,1

Yc,1

Zc,1

Xc,2

Yc,2

Zc,2

Xc,3

Yc,3

Zc,3
C1

C2

C3

Figure 4.3: V ISUAL MONO-SLAM coordinate system and feature parametrization. The origin of the right-hand
world coordinate system is indicated byOW . Three camera positions at times1, 2 and3 are depicted with optical
centersC1 – C3. The corresponding translationsrWC

t are depicted in cyan. Different orientationsqWC
t are

indicated by the wire frames symbolizing the camera case. Point Pi = (xi, yi, zi)
T is first observed from camera

positionC1. Directional vectorm (θi, φi) is shown in red and along with the depthdi of Pi. Between camera
positionC1 andC2 little parallax occurred (angleα1 is small), thusPi is in inverse depth coding and described
by (xc,i, yc,i, zc,i)

T
+ 1

ρi

m (θi, φi), where(xc,i, yc,i, zc,i)
T denotes the position ofC1. Directional vectorhC

ρ,i

(see equation (4.24)) is depicted in green. For larger parallax (α2 and positionC3) coding is switched to XYZ.
Directional vectorhC

XYZ,i (see (4.22)) is depicted in blue.

(uu,i, vu,i)
T can be done according to the distortion functionhd (hp (fi)) (see equation (2.17)), gaining

distorted image coordinates(ud,i, vd,i)
T .

With the steps described above for each point in the state vector, whether inXYZ encoding or inverse
depth, an expected measurement can be computed. These measurements need to be checked if they are
expected to be inside the next image (i.e.0 ≤ ud,i < width and0 ≤ vd,i < height have to be fulfilled).
All expected measurements inside the image composeh (µ̄t) of algorithm 4.1, line 4.

Next the JacobianHt of h (µ̄t) needs to be considered. In the remainder of this subsection the
construction of a matrixH ′

t will be discussed, that is closely related toHt. In factHt will sometimes
be identical withH ′

t while sometimesHt will consist ofH ′
t missing some rows. HowHt is actually

constructed fromH ′
t will be shown in section 4.5. The dimension ofH ′

t depends on the number of
measurements expected to be inside the next image. If the the set of all points inxt is denoted as
Ft = {ft,1, ft,2, . . . , ft,n} with ndim = 13 +

∑

ft,i
dim (ft,i), ft,i ∈ Ft and letMt ⊆ Ft, |Mt| = mdim
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be the subset containing allft,i ∈ Ft which are expected to be on the image sensor, then the dimension
of H ′

t will be 2mdim × ndim. With the given notations JacobianH ′
t will have the following structure

H ′
t =











∂h(gt,1)
∂µ̄t

∂h(gt,2)
∂µ̄t

...
∂h(gt,mdim

)
∂µ̄t











, dim

(
∂h (gt,i)

∂µ̄t

)

= 2× ndim, gt,i ∈Mt (4.26)

where∂h(gt,j)
∂µ̄t

=
∂h(ft,i)
∂µ̄t

is defined as

∂h (ft,i)

∂µ̄t
=

(
∂h(ft,i)
∂xt,v

0 · · · 0
︸ ︷︷ ︸

P

k<i dim (ft,k)

∂h(ft,i)
∂ft,i

0 · · · 0
︸ ︷︷ ︸

P

i<l<n dim (ft,l)

)

(4.27)

where

dim

(
∂h (ft,i)

∂xt,v

)

= 2× 13, dim

(
∂h (ft,i)

∂ft,i

)

= 2× dim (ft,i)

In the following ∂h(ft,i)
∂xt,v

and∂h(ft,i)
∂ft,i

will be analyzed. To simplify notation the subscriptt will be omitted
again, but keep in mind that the values will nevertheless be dependent ont.

First a closer look at∂h(fi)
∂xv

is taken. This matrix can be interpreted how the camera statexv influences
the outcome of the measurement functionh (fi) for a given pointfi in XYZ or inverse depth encoding.
Sincedim (xv) = 13, the Jacobian ofh (fi) with respect to camera statexv will be a2× 13 matrix. This
matrix can be partitioned as

∂h (fi)

∂xv
=
(
∂h(fi)
∂rWC

∂h(fi)
∂qWC 0

)

(4.28)

wheredim
(
∂h(fi)
∂rWC

)

= 2× 3 anddim
(
∂h(fi)
∂qWC

)

= 2× 4. The2× 6 zero matrix in∂h(fi)
∂xv

just shows that

h (fi) is not dependent on velocitiesvW andωC of camera statexv. For ∂h(fi)
∂rWC and ∂h(fi)

∂qWC in turn it holds
that

∂h (fi)

∂rWC
=
∂h (fi)

∂hCi

∂hCi
∂rWC

(4.29)

∂h (fi)

∂qWC
=
∂h (fi)

∂hCi

∂hCi
∂qWC

(4.30)

Similarly ∂h(fi)
∂fi

can be expressed as

∂h (fi)

∂fi
=
∂h (fi)

∂hCi

∂hCi
∂fi

(4.31)

Of these Jacobians first measurement functionh (fi) with respect to the direction vectorhCi of fi in the
camera coordinate will be examined. For undistorted image coordinates(uu,i, vu,i)

T the measurement

AN ANALYSIS OF V ISUAL MONO-SLAM



56 CHAPTER 4. VISUAL MONO-SLAM

function is defined by equation (4.25), but the final result of the measurement estimation is distorted by
hd (uu,i, vu,i)

T (see equation (2.17)). Consequently this needs to be considered in the Jacobian, thus
resulting in

∂h (fi)

∂hCi
=

∂h (fi)

∂hp (fi)

∂hp (fi)

∂hCi
(4.32)

The first Jacobian∂h(fi)
∂hp(fi)

can also be seen as ∂hd

∂(uu,i,vu,i)
which contains the derivatives of the distorted

image coordinates(ud,i, vd,i)
T with respect to the undistorted image coordinates(uu,i, vu,i)

T . The dis-
torted image coordinates however cannot be directly computed from the undistorted coordinates, but
are obtained by Newton-Raphson method (see equations (2.17), (2.18) and (2.21)). Analogously the
Jacobian is not calculated directly but by inversion of Jacobian∂hu

∂(ud,i,vd,i)
, which is given by

∂hu
∂ (ud,i, vd,i)

=









(
1 + k1r

2
d + k2r

4
d

)
+ (ud,i − u0)

(
k1 + 2k2r

2
d

)

(
k1 + 2k2r

2
d

)
2 ((ud,i − u0) du)

2 (
2 (vd,i − v0) d2

v

)

(vd,i − v0)
(
k1 + 2k2r

2
d

) (
1 + k1r

2
d + k2r

4
d

)
+

(
2 (ud,i − u0) d

2
u

) (
k1 + 2k2r

2
d

)
2 ((vd,i − v0) dv)2









(4.33)

with rd as defined in equation (2.18). From equation (4.25) the second Jacobian∂hp(fi)

∂hC
i

can be directly

calculated as

∂hp (fi)

∂hCi
=




− f
du

1
hz,i

0 f
du

hx,i

h2

z,i

0 − f
dv

1
hz,i

f
dv

hy,i

h2

z,i



 (4.34)

Computation of the remaining Jacobians∂h
C
i

∂rWC , ∂hC
i

∂qWC and ∂hC
i

∂fi
has to take into account whetherfi

is in XYZ or inverse depth encoding. The encoding determines of which equation the Jacobian has to be
calculated. For points in XYZ coding the partial derivatives of equation (4.22) have to be calculated while
points in inverse depth require the partial derivatives of equation (4.24). First consider the dependency
of the directional vector in the camera coordinate systemhCi with respect to the position of the camera’s
optical center in the world coordinate system. This is given by

∂hCXYZ,i

∂rWC
= −RCW (4.35)

for pointsfi in XYZ coding, while for points in inverse depth

∂hCρ,i
∂rWC

= −ρiRCW (4.36)

needs to be computed. How the rotation matrixRCW can be obtained from quaternionq̄WC is shown in
equation (4.23).

Next the Jacobian of the directional vector with respect to the rotation of thecameraqWC is con-
sidered. This proves to be a bit more complicated than (4.35) and (4.36). The rotationqWC influences
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hi via rotation matrixRCW (see (4.22) and (4.24)). MatrixRCW in turn is constructed by function

q2r
(
q̄WC

)
. This has to be considered for Jacobian∂h

C
i

∂qWC resulting in:

∂hCi
∂qWC

=
∂hCi
∂q̄WC

∂q̄WC

∂qWC
(4.37)

To calculate ∂hC
i

∂q̄WC the construction ofRCW by q2r
(
q̄WC

)
(see equation (4.23)) and its partial deriva-

tives with respect to real and the three imaginary parts of quaternionq̄WC need to be calculated. This
results in matrix

∂hCi
∂q̄WC

=

(
∂q2r(q̄WC)
∂q̄WC

r
di

∂q2r(q̄WC)
∂q̄WC

i

di
∂q2r(q̄WC)
∂q̄WC

j

di
∂q2r(q̄WC)
∂q̄WC

k

di

)

(4.38)

wheredi denotes the direction vectorhi before it is rotated into the camera frame (see (4.22) and (4.24)).
Hencedi depends on whetherfi is in XZY or inverse depth coding and is defined as:

dXYZ,i =






xi

yi

zi




− rWC (4.39)

for points encoded in XYZ. For points in inverse depth codingdi is given by

dρ,i = ρi











xc,i

yc,i

zc,i




− rWC




+m (θi, φi) (4.40)

According to equation (4.23) the partial derivatives ofq2r
(
q̄WC

)
with respects to the different parts of

quaternion̄qWC are specified as

∂q2r
(
q̄WC

)

∂q̄WC
r

= 2







q̄WC
r −q̄WC

k q̄WC
j

q̄WC
k q̄WC

r −q̄WC
i

−q̄WC
j q̄WC

i q̄WC
r







(4.41)

∂q2r
(
q̄WC

)

∂q̄WC
i

= 2







q̄WC
i q̄WC

j q̄WC
k

q̄WC
j −q̄WC

i −q̄WC
r

q̄WC
k q̄WC

r −q̄WC
i







(4.42)

∂q2r
(
q̄WC

)

∂q̄WC
j

= 2







−q̄WC
j q̄WC

i q̄WC
r

q̄WC
i q̄WC

j q̄WC
k

−q̄WC
r q̄WC

k −q̄WC
j







(4.43)

∂q2r
(
q̄WC

)

∂q̄WC
k

= 2







−q̄WC
k −q̄WC

r q̄WC
i

q̄WC
r −q̄WC

k q̄WC
j

q̄WC
i q̄WC

j q̄WC
k







(4.44)
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The missing Jacobian∂q̄
WC

∂qWC of the conjugate with respect to the quaternion is luckily quite simple:

∂q̄WC

∂qWC
=









1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1









(4.45)

Finally the Jacobian of the directional vectorhCi with respect to the estimation of pointfi is needed
to complete the description ofH ′

t. For points in XYZ encoding this is is given by

∂hCXYZ,i

∂fi
= RCW , dim

(

∂hCXYZ,i

∂fi

)

= 3× 3 (4.46)

while the Jacobian for inverse depth encoded points is defined as

∂hCρ,i
∂fi

=
(

∂hC

ρ,i

∂xc,i,yc,i,zc,i

∂hC

ρ,i

∂θi

∂hC

ρ,i

∂φi

∂hC

ρ,i

∂ρi

)

, dim

(

∂hCρ,i
∂fi

)

= 3× 6 (4.47)

with

∂hC
ρ,i

∂xc,i, yc,i, zc,i
= ρiR

CW ,
∂hC

ρ,i

∂θi
= RCW






cos θi cosφi

0

− sin θi cosφi






∂hC
ρ,i

∂φi
= RCW






− sin θi sinφi

− cosφi

− cos θi sinφi




,

∂hC
ρ,i

∂ρi
= RCW











xc,i

yc,i

zc,i




− rWC






The different dimensionality of
∂hC

XYZ,i

∂fi
and

∂hC
ρ,i

∂fi
is caused by the different dimension of the encoding

(3 dimensions for XYZ and 6 for inverse depth) and is also reflected in the structure of ∂h(ft,i)
∂µ̄t

(see
equation (4.27)).

Keep in mind that the above computations are necessary for each pointft,i ∈ Mt (i.e. all points
that are predicted to be on the image sensor at timet). While some Jacobians on the lower level (like
(4.41) – (4.44), (4.45)) can be calculated once and be reused for all pointsft,i ∈Mt, most Jacobians are
dependent on properties offi and need to be computed for each point individually. Furthermore for each
iteration of the EKF the Jacobians, apart from equation (4.45), need to becalculated anew, since they
are dependent on timet.

4.5 Feature Matching

Having discussed measurement functionh (µ̄t) to gain expected measurements in section 4.4 the actual
matching of features and the construction ofHt fromH ′

t will be discussed next. How the actual matching
of features is done depends whether image patches or feature descriptors are used to characterize the
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appearance of a feature in an image (see subsections 3.1.1, 3.1.2 and 3.2.2). However in either case the
knowledge inherent in the EKF can be exploited to reduce computational effort. The basic idea is quite
simple and intuitive: From measurement functionh (µ̄t) an expected position(ūd,i, v̄d,i)

T for featurefi
is known. Instead of trying to match featuresfi with every possible location of the whole image, it is
much more useful to search in an area around image coordinate(ūd,i, v̄d,i)

T . Since the covariance in the
EKF encodes information about the uncertainty of a feature position, this information should be regarded
and influence the size of the search area: If the feature’s 3D position (see (4.3) or (4.5)) is well known
(i.e. the uncertainty indicated bȳΣt for fi is small, the resulting search area should be small as well, thus
reducing computational load and saving time). Consequently for features where the uncertainty for the
estimated location is high the size of the search region should increase. In case of a successful detection
of featurefi in its specific search region, the actually measured position(ud,i, vd,i)

T in the image will be
part of the measurementzt (see algorithm 4.1, line 4). If the feature could not be matched in its search
region, it will not contribute to the correction of the pose estimation (i.e. it will not be part ofzt and its
estimation will be removed fromh (µ̄t). Analogously the 2 rows∂h(ft,i)

∂µ̄t
are removed fromH ′

t). Now
that the basic idea has been outlined a closer look at the implementing mathematics is taken:

To get an idea about the uncertainty of the estimated position of featurefi in the image and subse-
quently about the size of its search region theinnovation covarianceSt is calculated. The innovation
covariance is defined as

St = H ′
tΣ̄tH

′
t
T

+Q′
t (4.48)

whereΣ̄t is the predicted covariance (see algorithm 4.1, line 2 and subsection 4.3),H ′
t is calculated

according to equation (4.26) andQ′
t denotes a matrix to modulate sensor noise in pixels. The dimensions

of the matrices in equation (4.48) are

dim (St) = 2m′
dim × 2m′

dim, dim
(
H ′
t

)
= 2m′

dim × ndim

dim
(
Σ̄t

)
= ndim × ndim, dim

(
Q′
t

)
= 2m′

dim × 2m′
dim

wherendim denotes the dimension of the current statext andm′
dim is the number of features predicted

to be on the image sensor at timet. Apart fromQ′
t all terms in (4.48) have been previously discussed,

so a closer look atQ′
t is sufficient to completely determine innovation covarianceSt. Noise matrixQ′

t is
given as

Q′
t = σ2

R1 (4.49)

where1 denotes an identity matrix withdim (1) = 2m′
dim × 2m′

dim andσ2
R specifies the squared

standard deviation of image noise (i.e.σR models that a point might be displayed at another than its
ideal position). For many camerasσR = 1 may be assumed, but there for some cameras other standard
deviations need to be used.

Taking a closer look atSt one might notice that for all pointsgi ∈ Mt the uncertainties regarding
their image coordinates are found at the main diagonal (definingMt as in equation (4.26)). Considering
the appearance of the predicted covarianceΣ̄t and ofH ′

t the main diagonal ofSt contains the variance in
U andV direction for each featuregi ∈ Mt. This can be employed to define the boundaries(bu,i, bv,i)
of the search region for each featuregi ∈Mt in U andV direction as

(

bu,i

bv,i

)

= 2

(√
st,(2i−1,2i−1)
√
st,(2i,2i)

)

(4.50)
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wherest,(i,j) denotes the element at position(i, j) of matrixSt. Since in an EKF everything is modeled
as Gaussian, 2 times the standard deviation constitutes the 95% confidence interval of the around the
estimated mean. By equation (4.50) we get just these confidence intervals. The search region can be
either modeled as an ellipse with the estimated points location(ūd,i, v̄d,i)

T as its center, radiusbu,i in U
direction and radiusbv,i in V direction. Or the more simple approach would be a rectangle with upper
left corner(ūd,i − bu,i, v̄d,i − bv,i)T and lower right corner(ūd,i + bu,i, v̄d,i + bv,i)

T .
If the feature can be matched inside this search region using an appropriate comparison the feature is

considered to be successfully matched. The image coordinates(ud,i, vd,i)
T denoting the position of the

match are appended to measurement vectorzt and the feature will contribute towards the correction of
the estimates mean̄µt and covariancēΣt. Otherwise the predicted measurement forgi will be removed
from h (µ̄t), since no corresponding measurement inzt is present and subsequently rows2i − 1 and
2i are deleted from matrixH ′

t. If all featuresgi ∈ Mt were successfully or unsuccessfully matched
the remains ofH ′

t coincides with the final JacobianHt of the predicted measurementsh (µ̄t). Having
completed the calculations discussed in this subsection and previously in 4.3 and 4.4 the computation of
the Kalman gain and the update step can be addressed next.

Note that the innovation covariance is not needed for the basic EKF algorithm, but is frequently used
in applications of the EKF like EKF-SLAM.

4.6 Update Step

Having done all the tedious preparatory work in sections 4.3, 4.4 and 4.5 theactual calculation of the
Kalman gainKt and the update can be kept rather simple. First the Kalman gain (see algorithm4.1,
line 3) will be discussed. To recap that line of the algorithm the Kalman gain is stated as

Kt = Σ̄tH
T
t

(
HtΣ̄tH

T
t +Qt

)−1
(4.51)

with

dim (Kt) = ndim × 2mdim, dim (Ht) = 2mdim × ndim

dim (Σt) = ndim × ndim, dim (Qt) = 2mdim × 2mdim

wherendim = dim (xt) denotes the dimension of the current state vector, andmdim denotes the number
of matched features.

Apart from the noise matrixQt all terms in equation (4.51) were introduced and discussed in previous
chapters. Since matrixQt denotes image noise and is apart from the dimensions identical with matrix
Q′
t (see (4.49)) no further description ofQt is needed and thus the Kalman gain is complete.

The two update steps can now be computed straight forward according to algorithm 4.1, lines 4 and
5. Afterwards the resulting meanµt and covarianceΣt need to be tweaked a bit which is not part of the
EKF algorithm. So strictly speaking one could argue that in VISUAL MONO-SLAM no pure EKF is
used. The need for a post-processing ofµt andΣt arises from the usage of a quaternionqWC to denote
the orientation of the camera. Orientations are only represented by unit quaternions and after the update
step it is not guaranteed that the estimated mean ofqWC still denotes a unit quaternion. ThereforeqWC

will be normalized according to

norm (q) =

(
qr

q

q2r+q2i +q2j +q2
k

qi
q

q2r+q2i +q2j +q2
k

qj
q

q2r+q2i +q2j +q2
k

qk
q

q2r+q2i +q2j +q2
k

)

(4.52)
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The mean with the normalized quaternion will be referred to asµ′t.
Consequently the covariance matrixΣt needs to be adopted as well. If the current dimension of the

covariance isdim (Σt) = ndim × ndim, then the adopted covariance is given by

Σ′
t =







1a 0 0

0
∂norm(qWC)

∂qWC 0

0 0 1b







Σt







1a 0 0

0
∂norm(qWC)

∂qWC 0

0 0 1b







T

(4.53)

where the covariance incorporating the normalization ofqWC is denoted asΣ′
t, 1a and1b label unit

matrices of dimensionsdim (1a) = 3 × 3 anddim (1b) = ndim − 7 × ndim − 7 and0 indicates zero
matrices of appropriate size.

The Jacobian
∂norm(qWC)

∂qWC used in equation (4.53) can be determined from equation (4.52) as

∂norm (q)

∂q
=
(
q2r + q2i + q2j + q2z

)− 3

2 Q (4.54)

with

Q =









q2i + q2j + q2z −qrqi −qrqj −qrqk
−qrqi q2r + q2j + q2k −qiqj −qiqk
−qrqj −qiqj q2r + q2i + q2k −qjqk
−qrqk −qiqk −qjqk q2r + q2i + q2j









The modified meanµ′t and covarianceΣ′
t will be used as the old estimation in the next EKF step.

4.7 Feature Linearity

As mentioned in previous sections features in inverse depth encoding are linear in their depth estimation
if initialized without prior knowledge, while XYZ encoded features are not. This makes the former
encoding suitable for newly initialized features while the latter should not be used to represent points of
unknown depth in an EKF. This section will substantiate these allegations with mathematical proof. The
analysis presented here elaborates on the one found in [12,13].

The approach used by Civera et al. in [12, 13] shows some similarity to the derivation of the EKF
from the standard Kalman filter (see section 4.1). Civera et al. examine the behaviour of a Gaussian
random variableχ ∼ G

(
µχ, σ

2
χ

)
through some functiong. The image ofχ will be a random variable

denoted asψ. If function g is linearψ can also be approximated as Gaussian:ψ ∼ G
(

µψ, σ
2
ψ

)

with

µψ = g (µχ)

σ2
ψ =

∂g

∂χ

∣
∣
∣
∣
µχ

σ2
χ

∂g

∂χ

∣
∣
∣
∣

T

µχ

where ∂f
∂χ

∣
∣
∣
µχ

denotes the Jacobian ofg with respect toχ, evaluated at meanµχ. The interval in which

functiong has to be linear in order to allow for this approximation to be correct dependson the size of
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σχ, of course. The largerσχ, the larger the linear interval ofg around meanµχ needs to be. To determine
if Gaussians are properly mapped by functiong it is sensible to analyse the behaviour ofg in the 95%
confidence region aroundµχ, given by interval[µχ − 2σχ, µχ + 2σχ].

Linearity of a function may be assumed if the first order derivative of thatfunction is constant. As in
the linearization of the transition function of the EKF (see equation (4.1)) first order Tailor approximation
is used to determine the first order derivative of functiong:

∂g

∂χ
(µχ + ∆χ) ≈ ∂g

∂χ

∣
∣
∣
∣
µχ

+
∂2g

∂χ2

∣
∣
∣
∣
µχ

∆χ (4.55)

where ∂2g
∂χ2

∣
∣
∣
µχ

denotes the second order derivative. To analyze the linearity of function g Civera et al.

propose to compare the derivative at the center of the confidence region, namely atµχ with the derivative
at the extrema (µχ ± 2σχ) of the interval. The first is simply given by

∂g

∂χ

∣
∣
∣
∣
µχ

(4.56)

while the derivative at the extrema can be expressed as

∂g

∂χ

∣
∣
∣
∣
µχ

+
∂2g

∂χ2

∣
∣
∣
∣
µχ

2σχ (4.57)

according to the approximation in (4.55).
Combining (4.56) and (4.57) a dimensionless linearity indexL is proposed in [12, 13]. Linearity

indexL can be used as a measure of the linearity of a function in interval[µχ − 2σχ, µχ + 2σχ] and is
defined as

L =

∣
∣
∣
∣
∣
∣
∣

∂2g
∂χ2

∣
∣
∣
µχ

2σχ

∂g
∂χ

∣
∣
∣
µχ

∣
∣
∣
∣
∣
∣
∣

(4.58)

where the numerator consists of the absolute value of the difference between equations (4.56) and (4.57).
To gain a dimensionless normalized measure, the denominator consists of the derivative evaluated at the
mean (equation (4.56)). Linearity of a function may be assumed ifL ≈ 0 holds, since this implies that
∂2g
∂χ2

∣
∣
∣
µχ

2σχ ≈ 0 which in turn means that the first order derivative at meanµχ does not significantly

differ from the derivative at the endpointsµχ ± 2σχ of the 95% confidence region.
Now that a measure of linearity for a given functiong is available by linearity indexL next it will be

shown, howL can be used to analyze linearity of XYZ and inverse depth encoding.
Remembering the pinhole camera model (see section 2.1) the location of a pointPi = (xi, yi, zi) is

projected according to

u =
xi
zi
f (4.59)

wheref denotes the focal length. Without loss of generality it may be assumedf = 1, since other
values off would only scale the following considerations. To analyze the behaviour ofXYZ and inverse
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Figure 4.4: Uncertainty propagation from scene pointPi to the image.(a) shows the scene for XYZ encoding,
while (b) displays the same scenario using inverse depth coding.

depth coding two camerasC0 andC1 with focal length 1 at different positions are used. Both cameras
observe the same pointPi. CameraC0 will observe the point for the first time and initialize the estimated
depth with a default value eitherd0 or ρ0 = 1

d0
dependent on the encoding method. The parallax angle

α between the rays from the optical centers ofC0 andC1 to point Pi is approximated by the angle
between the optical axes of the cameras. The estimated distanced1 for cameraC1 is therefore given by
the intersection of the two optical axes. Figure 4.4 depicts this setup. In the following the linearity of the
measurement equation (4.59) will be analyzed by the linearity index defined inequation (4.58) for both
types of point encoding.

First considerPi in XYZ coding. Depth will be initialized with valued0 and the depth error will be la-
beledd (see Figure 4.4a). The location error is assumed to be Gaussian with mean0 (i.e. d ∼ G

(
0, σ2

d

)
)

and the actual depth is given byD = d0 + d. From Figure 4.4a it can easily be deduced that

xi = d sinα

zi = d1 + d cosα
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hold. This allows for

u =
d sinα

d1 + cosα
(4.60)

so thatu can be interpreted as a function dependent on Gaussiand. Subsequently the linearity index for
XYZ coding can be calculated. First the first and second order derivatives ofu as defined in (4.60) with
respect tod are given by

∂u

∂d
=

d1 sinα

(d1 + d cosα)2
(4.61)

∂2u

∂d2
=
−2d1 sinα cosα

(d1 + d cosα)3
(4.62)

Applying equations (4.61) and (4.62) to definition of the linearity indexL (see equation (4.58)) the
linearity index for XYZ codingLd is given as:

Ld =

∣
∣
∣
∣
∣
∣

∂2u
∂d2

∣
∣
∣
d=0

2σd

∂u
∂d

∣
∣
d=0

∣
∣
∣
∣
∣
∣

=
4σd
d1
|cos (α)| (4.63)

Accordingly inverse depth coding can be analyzed. In this case the initial depth estimation will be
d0 = 1

ρ0
, while the actual depth will be denoted asD = 1

ρ0−ρ
, whereρ is assumed to be Gaussian with

mean 0 (ρ ∼ G
(
0, σ2

ρ

)
). It is also assumed thatD = d0 + d ⇔ d = D − d0 holds for depth location

errord. Therefored is specified as

d = D − d0 =
ρ

ρ0 (ρ0 − ρ)

Similarly to XYZ codingxi andzi can be expressed byρ, ρ0, α andd1 (see Figure 4.4b):

xi = d sinα =
ρ sinα

ρ0 (ρ0 − ρ)
zi = d1 + d cosα = d1 +

ρ cosα

ρ0 (ρ0 − ρ)

Now u can be expressed as a function dependent on Gaussianρ and is given by

u =
ρ sinα

ρ0d1 (ρ0 − ρ) + ρ cosα
(4.64)

First and second order derivative ofu in equation (4.64) yields

∂u

∂ρ
=

ρ2
0d1 sinα

(ρ0d1 (ρ0 − ρ) + ρ cosα)2
(4.65)

∂2u

∂ρ2
=
−2ρ2

0d1 (cosα− d1ρ0)

(ρ0d1 (ρ0 − ρ) + ρ cosα)3
(4.66)
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From equations (4.65) and (4.66) the linearity indexLρ for inverse depth is defined as:

Lρ =

∣
∣
∣
∣
∣
∣
∣

∂2u
∂ρ2

∣
∣
∣
ρ=0

2σρ

∂u
∂ρ

∣
∣
∣
ρ=0

∣
∣
∣
∣
∣
∣
∣

=
4σρ
ρ0

∣
∣
∣
∣
1− ρ1

ρ0
cosα

∣
∣
∣
∣

=
4σρ
ρ0

∣
∣
∣
∣
1− d0

d1
cosα

∣
∣
∣
∣

(4.67)

Now that linearity indices are available for both XYZ and inverse depth coding a closer look at their
implications should be taken. For XYZ coding the 95% confidence region forthe depth is defined by the
initial depth estimationd0 and the standard deviation of the depth errorσd as[d0−2σd, d0 +2σd]. Since
this region should cover a large interval of depth valuesσd needs to be quite large. Note that 0 depth
may be included into this confidence region, but infinity cannot be included.For inverse depth the 95%
confidence interval is specified as[ 1

ρ0+2σρ
, 1
ρ0−2σρ

], whereρ0 labels the initial depth estimation in inverse
depth andσρ is the standard deviation of inverse depth errorρ. Sinceσρ appears in the denominator small
values are sufficient to express a large confidence region. Note that while 0 depth cannot be included in
this confidence region infinity is included if0 ∈ [ρ0 − 2σρ, ρ0 − 2σρ] holds.

If the VISUAL MONO-SLAM application is considered it is reasonable to assume that the observed
parallax is small, which impliesα ≈ 0 ⇒ cosα ≈ 1 and d0

d1
≈ 1. For these valid assumptions linearity

indicesLd andLρ are consulted. According to equation (4.63) in this caseLd ≈ 4σd

d1
holds. Sinceσd

needs to be large for the confidence region to cover a large interval of depth valuesLd in turn will also
be large which indicates no linearity in the specified interval. For inverse depth equation (4.67) can be
approximated asLρ ≈ 0, since1 − d0

d1
cosα ≈ 0 holds under the given assumptions. Thus for inverse

depth coding the measurement equation (4.59) may be assumed linear.
For repeatedly observed points where parallax angleα increases, depth estimation becomes more

accurate, which means thatσd andσρ respectively may become smaller. Large parallax angles and small
standard deviationσd mean thatLd will get smaller. That implies that points with low depth uncertainty
at high parallax may be safely encoded by XYZ representation, since forthese points the measurement
equation may be assumed linear. On the other handLρ will still be small for such features, since the

increase of term
∣
∣
∣1− d0

d1
cosα

∣
∣
∣ will be compensated by the decrease of4σρ

ρ0
(keep in mind thatρ0 is

constant and the small values ofσρ may will further decrease for small depth uncertainty). So inverse
depth coding is suitable for both, newly initialized features at low parallax andfeatures with low depth
uncertainty at high parallax.

4.8 Feature Initialization

As discussed in section 4.7 the XYZ parametrization lacks linearity for low parallax feature with large
depth uncertainty. Inference on the depth of a feature is not possible from one single observation, but
can only be gained by multiple observations if the parallax is large enough.

This however would mean that potential features would have to be observed over a certain time until
the uncertainty concerning their depth is reasonably low, before they canbe added into the EKF. Such
an approach is somewhat undesirable, since the potential features needto be observed like real features
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before they are added to the state vectorxt or discarded. Thus while needing about as much computa-
tional effort as features added to the EKF these feature candidates to not contribute to the estimation of
the camera state or the estimation of other features. Secondly one could argue that such an initialization
phase is not part of “pure” EKF and should be avoided, but the validity of this argument is doubtful, since
in the update step of VISUAL MONO-SLAM the EKF has already been tinkered with (see section 4.6).
While it was shown in section 4.7 that XYZ parametrization is not suitable to initialize features without
prior knowledge it also proved that the inverse depth is linear at both low and high parallax. Therefore
features in inverse depth coding can be initialized from just one observation and be directly added into
the EKF. This way they are able to immediately contribute to the estimation of the cameraproperties,
even if they are at low parallax. From equation (4.24) follows that features at low parallax (i.e.di = 1

ρi

is large) may not contribute much to the estimation of the camera’s positionrWC , but will nevertheless
provide information about the camera’s orientationqWC .

In the absence of further knowledge the initial inverse depth with its confidence interval for a new
initialized feature should include 0 (meaning infinite depth) even though this means that negative depth
values will be included int the confidence interval. Infinite depth in terms of a camera just means that
no parallax of the feature will be observed. However if the camera translates and enough parallax is
produced the features depth estimation (via inverse depth) will gradually improve and the feature will
start to contribute more to the estimation of the camera position.

Having stated that new features should be initialized in inverse depth encoding with a depth estima-
tion that includes infinity a closer look at the actual initialization will be taken in the following. It is
assumed that by means of a corner detector or a feature descriptor (seesubsections 3.1.1 and 3.1.2) the
location(ud,i, vd,i)

T of the new feature was already detected. A new featureyi will be initialized by
function

yi = y
(

rWC ,qWC , (ud,i, vd,i)
T , ρ0

)

=
(

xc,i yc,i zc,i θi φi ρi

)T

(4.68)

whererWC denotes the position of the optical center of the camera,qWC its orientation andρ0 indicates
the initial inverse depth estimation.

As already stated in subsection 4.2.3 the first three coordinates of a feature in inverse depth encoding
specify the camera center at its first observation so the initialization ofxc,i, yc,i and zc,i is straight
forward:

(

xc,i yc,i zc,i

)T

= rWC (4.69)

Acquiring azimuthθi and elevationφi involves a bit more mathematics. First the undistorted image
coordinates(uu,i, vu,i)

T are calculated viahu (ud,i, vd,i)
T (see equation (2.13)). Afterwards the direc-

tional vectorhW is calculated, pointing from the cameras optical center towards the featureslocation in
the world coordinate frameW . hW is defined as

hW =






hWx
hWy
hWz




 = q2r

(
qWC

)






(u0 − uu,i)
f
du

(v0 − vu,i)
f
dv

1




 (4.70)

where q2r
(
qWC

)
is the rotational matrix constructed from quaternionqWC (see equation (4.23)).

ThoughhW is no unit vector, according to the pinhole camera model it still points in the direction
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of the feature which will be at locationκhW for some (unknown)κ ∈ R
+. From the directional vector

hW azimuthθi and elevationφi can be deduced, since it holds

(

θi

φi

)

=





arctan
(
hWx , h

W
y

)

arctan

(

−hWy ,
√

(hWx )2 + (hWz )2
)



 (4.71)

That leaves the estimated inverse depthρi as the sole not yet defined parameter of equation (4.68).
This will be simply set to the predefined initial depth estimation, i.e.ρi = ρ0. In [13] Davison et al.
report that an initial depth ofρ0 = 0.1 works well.

Thus by equation (4.68) the initial values for featureyi are well defined and can be appended to the
state meanµt. Subsequently the covarianceΣt needs to be adapted to the new feature as well. For the
moment the covariance before the addition of the new feature will be referred to asΣold

t , while Σt will
denote the updated covariance, already incorporating information aboutnewly added featureyi. If the
dimensions ofΣold

t werendim×ndim the dimension ofΣt will be ndim+6×ndim+6, since the associated
meanµt of the covariance was extended by 6 dimensions. The addition of featureyi to covarianceΣold

t

can be described by

Σt = J






Σold
t 0 0

0 QI 0

0 0 σ2
ρ




 JT (4.72)

with

dim (Σt) = ndim + 6× ndim + 6, dim
(

Σold
t

)

= ndim × ndim,

dim (J) = ndim + 6× ndim + 3, dim (QI) = 2× 2

where matrixJ is constructed by andim × ndim identity matrix and the partial derivatives of function
y (see equation (4.68)) and will be discussed in detail in equation (4.73). Matrix QI is a 2 × 2 ma-
trix, containing the variance of the image measurement noise and is constructed like matrixQ′

t (see
equation (4.49)). The entryσ2

ρ is the squared standard deviation of the estimated inverse depth, soσρ
influences the confidence interval of the inverse depth. The authors of[13] mention repeatedly that 0
should be included in the confidence interval of the inverse depth, thus including features at infinity.
Therefore they propose forρ0 = 0.1 a standard deviation ofσρ = 0.5, resulting in 95% confidence
interval of[−0.9; 1.1] for inverse depth.

Next a closer look at the structure of matrixJ will be taken.

J =

(

1 0
∂y

∂rWC

∂y
∂qWC 0 · · · 0 ∂y

∂(ud,vd)
∂y
∂ρ

)

(4.73)

where1 denotes andim × ndim identity matrix. Next the Jacobians in the second row ofJ will be
analyzed. From equation (4.69) follows directly

∂y

∂rWC
=

(

1

0

)

, dim (1) = 3× 3, dim (0) = 3× 3 (4.74)
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Unfortunately Jacobian ∂y
∂qWC is a bit more complicated and its structure is given by

∂y

∂qWC
=
(

0 0 0 ∂θi

∂qWC

∂φi

∂qWC 0
)T

, dim

(
∂y

∂qWC

)

= 6× 4 (4.75)

where the zero matrices correspond to the Jacobians ofxc,i, yc,i, zc,i andρi with respect toqWC , indi-
cating that these components of featureyi are not dependent on the camera’s rotation. That leaves∂θi

∂qWC

and ∂φi

∂qWC to be determined. These can be stated as:

∂θi
∂qWC

=
∂θi
∂hW

∂hW

∂qWC
(4.76)

∂φi
∂qWC

=
∂φi
∂hW

∂hW

∂qWC
(4.77)

where ∂hW

∂qWC denotes the Jacobian of directional vectorhW from camera to feature in world coordinates

with respect to the orientation of the camera. While∂h
W

∂qWC is derived from equation (4.70), both∂θi

∂hW

and ∂φi

∂hW can be deduced from equation (4.71). The resulting Jacobians are specified as

∂θi
∂hW

=








hW
z

(hW
x )2+(hW

z )2

0

−hW
x

(hW
x )2+(hW

z )2








(4.78)

∂φi
∂hW

=












(
hW

x hW
y

((hW
x )2+(hW

y )2+(hW
z )2)
√

(hW
x )2+(hW

z )2

)
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The appearance of equation (4.80) is quite similar to equation (4.38) and the Jacobians
∂q2r(qWC)
∂qWC

r
,

∂q2r(qWC)
∂qWC

i

,
∂q2r(qWC)
∂qWC

j

and
∂q2r(qWC)
∂qWC

k

are in fact calculated according to equations (4.41) – (4.44).

A very interesting property compared to other EKF based visual SLAM algorithms is the fact, that
the inverse depth parametrization used in this approach enables the EKF to work without any prior
knowledge about the scene. Usually the initial state of an EKF includes a number of given features with
known 3D position, to allow for camera state estimation and to better estimate the location of features
initialized later. The VISUAL MONO-SLAM algorithm presented here works just as well without such
information. It is impossible to correctly infer the positions of features fixed toa given unit scale like
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meters for example without any additional knowledge, though. This is due to the ambiguity of a small
movement of a single camera observing a close object and a large camera movement while observing a
distant object in terms of the information gathered by the camera. However themap created by VISUAL

MONO-SLAM without any additional knowledge will be consistent in itself. If for one of the features
in the map the exact position in an existing coordinate system is known, a scale factor can be calculated.
If all features in the map are scaled accordingly by this factor the resultantmap will closely correspond
to a map created by algorithms with prior knowledge.

Since the estimated positions of the features in the created map will settle to a scale of some value
the algorithm proves quite robust to different values of the initial inverse depthρ0 (given in the same
meaningless scale). A crucial point however seems to be the inclusion of infinity in the confidence
interval (i.e. 0 should be contained in the confidence interval of the inverse depth).

4.9 Feature Conversion

As discussed in section 4.8 a new feature will be initialized in inverse depth coding. In principle inverse
depth coding is suitable for low parallax features at large distances close toinfinity as well as for close
features showing high parallax. This is reflected by equation (4.24) that can cope with distant features
(i.e. ρi ≈ 0) and close features features. Please note that features at 0 depth (0 = di = 1

ρi
⇔ ρi = ∞)

can not be modeled. However in practice such a feature will never be included in the EKF since a depth
of 0 would imply that the feature’s location corresponds to the camera’s optical center (which would
result either in a broken camera or a feature location outside the camera’s field of view). Still features
in XYZ encoding have one property that makes them preferable comparedto features in inverse depth.
A feature in XYZ coding simply needs 3 dimensions less to be represented. While this might not seem
much at first glance the run-time of the EKF is specified asO

(
k2.4 + n2

)
(see [47]) wherek denotes

the dimension of the measurement vectorzt andn denotes the dimension of the current state vector.
Ultimately the size of a feasible map in VISUAL MONO-SLAM in terms of features is bounded by the
time available between the capture of two camera images. Of this time one share will be used mainly for
image related operations like feature matching and another share will be usedby the visualization of the
current estimations. The remaining time has to suffice to perform all operationnecessary for the several
EKF steps (see algorithm 4.1). Therefore whenever it is safe to convert a feature from its inverse depth
encoding to the more compact XYZ representation this should be done. The remainder of this section
will be split in two parts: Firstly subsection 4.9.1 presents a simple mechanism, adapting the linearity
index introduced in section 4.7 to determine if a point in inverse depth coding maysafely be converted
to XYZ. Afterwards subsection 4.9.2 shows how the actual conversion is accomplished.

4.9.1 Linearity Threshold

As discussed in section 4.7 the linearity indexLd (equation (4.63)) provides a measure to estimate lin-
earity of the measurement function for a feature in XYZ encoding. Therefore a sensible method to
determine if a feature may be converted from inverse depth to XYZ is to consult linearity indexLd for
this feature and compareLd with a given threshold. IfLd is smaller than the threshold the feature can be
converted safely using the methods described in subsection 4.9.2, otherwise it will stay in inverse depth.
To calculateLd three variables are needed, namely the estimated depthd1, the standard deviationσd of
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the depth confidence interval and the cosine of parallax angleα. How these values can be obtained by a
pointyi in inverse depth coding will be shown step by step:

First pointyi in inverse depth is converted toxi in XYZ via equation (4.5). The raydWXYZ from
camera to the point can be calculated according to equation (4.39). The estimated depthdi of the feature
of xi is the euclidean norm of the vector from camera to point (di = ‖dWXYZ‖). With the help ofρi and
σρ,i the needed standard deviationσd,i can be obtained. If the mean of the inverse depthρi of yi is stored
at positionn in mean vectorµt, then the standard deviation is defined as

σρ,i =
√

σ2
t,(n,n) ,

whereσ2
t,(n,m) refers to the element at position(n,m) of covarianceΣt. Finally cosα can be calculated

from directional vectorm (θi, φi) (see equation (4.6)) anddWXYZ ascosα = m (θi, φi)
T

dWXYZ‖dWXYZ‖−1.
ThusLd can be computed by

Ld = 4

√

σ2
t,(n,n)

ρi‖dWXYZ‖
m (θi, φi)

T dWXYZ

‖dWXYZ‖

By computing linearity indexLd for each point in inverse depth coding the linearity for the cor-
responding XYZ point is obtained. IfLd is below a specified linearity index, then the point should be
converted to reduce computational load for this point in future iterations. Point conversion is described in
subsection 4.9.2. The authors of [12,13] recommend a linearity thresholdLt for conversion ofLt ≤ 0.1.
This value was experimentally determined by a simulation for using different values forα, di andσd.
The details of the simulation are omitted here. For details please refer to [12,13].

4.9.2 Conversion Mechanism

In order to switch a point from inverse depth encoding to XYZ representation the current meanµt and
covarianceΣt of the EKF have to be modified. The former is fairly simple and can be done by using
equation (4.5), but the latter requires the computation of the Jacobian of (4.5), namely∂xi

∂yi
. This can be

obtained from equations (4.5) and (4.6) as

∂xi
∂yi

=
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(4.81)

If the mean before the point conversion is denoted asµold
t = (xv, f1, . . . ,yi, . . . , fn)

T with dimen-
sion dim

(
µold
t

)
= ndim , meanµt after the conversion will beµt = (xv, f1, . . . ,xi, . . . , fn)

T and its
dimensiondim

(
µold
t

)
= ndim − 3. Consequently covarianceΣold

t has to be modified to create the new
covarianceΣt incorporating the converted point. Ifadim =

∑i−1
j=0 dim (ft,i)+13 denotes the dimension-

ality of the camera and all points before pointi andbdim =
∑n

j=i+1 dim (ft,i) gives the dimensionality
of all points behind pointi in the state vector, then covarianceΣt can be expressed as:

Σt = J Σold
t JT (4.82)
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with

J =






1a 0 0

0 ∂xi

∂yi
0

0 0 1b




 , dim (J) = ndim − 3× ndim (4.83)

where1a and1b denote identity matrices of dimensionadim × adim andbdim × bdim respectively and0
indicate zero matrices of appropriate dimensions.

4.10 Point Deletion

While not playing a part in theoretical descriptions of EKF and its applicationsfor SLAM, the deletion
of features plays an important part in practice. Without any deletion mechanism state vectorxt would
be ever-growing which slows down the performance of the EKF. Reliable features which are matched
repeatedly should of course not be deleted, but there may be features that will repeatedly not be matched
after their initialization. Such features will not contribute to the state estimation in any way, but result
in additional computational effort. If such features are removed from thestate vector, new promising
features may be added without endangering run-time constraints imposed byhigh frame rate of image
retrieval.

A sensible mechanism to detect if a feature should be deleted is to measure the ratio of successful
matches to the number of match attempts. If this ratio is below a given threshold (for example 50%),
the feature will be deleted. Though this mechanism is quite simple it preserves stable features outside
of the current field of view. To add to robustness the matching ratio should only be considered, after an
initial number of matches was attempted. Of course this basic idea can be extended in various manners.
For example if a certain number of successful matches are recorded fora feature its match ratio may be
reduced (since the high number of matches implies that for certain camera positions the feature is quite
stable and thus improves the overall estimation).

The deletion from the EKF itself is much more simple than the addition of a new feature. If point
ft,i is to be deleted it just needs to be removed from the current mean and the covariance. If the index of
the first entry of featureft,i is j and its last entry isj + dim (ft,i) these dimensions will just be removed
from µt and columns and rowsj – j + dim (ft,i) will be removed from covarianceΣt.

Although not explicitly designed to do so the deletion mechanism may introduce some robustness to
a non static environment. If some distinct features are detected on a moving object they will be added
to the EKF like any other feature. However if the estimation of the camera movement is stable enough
a feature on a moving object will repeatedly not be matched in its predicted search region and thus be
deleted again after a short time.
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Chapter 5

Evaluation

While chapter 4 and the previous chapters covered the theoretical background for VISUAL MONO-
SLAM, this chapter is devoted to a practical evaluation of the discussed methods. First a simulation
of V ISUAL MONO-SLAM is briefly introduced in section 5.1 along with the created GUI to visualize
the results. Afterwards section 5.2 shows the experiments conducted with real images as input.

All code produced for the evaluation was written inC/C++. To keep things simple, visualization
was done in OPENGL, mainly usingGLUT and GLUI ( [44] provides a good starting point for more
information concerning OPENGL and GLUT). Grabbing images from cameras and most of the image
processing tasks were done by or based on OPENCV.

5.1 Simulation

Like for many other applications a simulation of VISUAL MONO-SLAM can become a valuable eval-
uation tool, since it provides a closed environment without any unknown parameters. From the rather
lengthy description of the principle description of VISUAL MONO-SLAM in chapter 4 the reader might
have already guessed that the actual implementation of VISUAL MONO-SLAM also requires a lengthy
amount of source code. Usually the larger a program becomes the largerthe possibility for bugs and
unforeseen side effects becomes. Considering that image processing often has to handle noise (see chap-
ter 3) and the finding the correct thresholds often requires both time and fine tuning it may be hard too
determine if and in which part of the source code an error might be located.In a simulation environment
it becomes possible to disregard image processing and various noise induced by image processing to
evaluate the basic VISUAL MONO-SLAM algorithm.

5.1.1 Simulation Setup

To avoid processing of real camera images and leave as much source code identical for both simulation
and real application a virtual camera was constructed. Since VISUAL MONO-SLAM was implemented
usingC/C++, visualization and virtual camera were implemented in OPENGL. The virtual camera ba-
sically consists of a vectorxv to define its position, orientation and velocities (see equation (4.2)) which
enables the simulation to compare the actual camera state with the camera state estimated by the EKF.
Furthermore the virtual camera depicts the 2 dimensional projection of a scene rendered in OPENGL that
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(a) Calibration sequence
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Figure 5.1: Virtual camera calibration.(a) depicts a short calibration sequence for a virtual camera. Note that
the calibration sequence used for a virtual camera might be quite short, since distortion coefficientsk1 andk2 will
be 0. (b) shows the estimated extrinsics for the calibration sequence depicted in (a). Estimated extrinsics were
obtained by the MATLAB toolbox [6].

corresponds to the image perceived by a camera defined according to vector xv. Surprisingly at it may
seem at first, a virtual camera also has to be calibrated. Remember that the maingoal of the simulation
is to evaluate the methods used in the real world application in a determined environment. Therefore
the measurement function discussed in section 4.4 used to predict expectedmeasurements should not be
modified. Of course a virtual camera defined in OPENGL will not exhibit lens imperfections like a real
camera. Therefore the distortion coefficientsk1 andk2 (see equations (2.13) and (2.17) may safely be

assumed to be 0 and the image center(u0, v0) is located at
(
width

2 , height2

)

. However a virtual camera

will still have one property that cannot be deduced easily or directly corresponds to the parameters used
in OPENGL to define the projection properties. To predict the measurement for a given point in the state
vector the focal lengthf is needed (see equation (4.25)). Similar to a real camera the virtual camera
can be calibrated by observation of a chessboard, with the only difference that the chessboard is now a
virtual chessboard rendered in OPENGL and projected from different viewing positions. An example for
the calibration of a virtual camera is depicted in Figure 5.1.

In the simulation the virtual camera will observe a scene containing virtual landmarks. Virtual land-
marks are specified by their 3D coordinates in the world coordinate frame. In the visualization they are
shown as solid white sphere. As perceived coordinates of a virtual landmark the projection of its 3D
coordinates for the scene depicted by the virtual camera is used. These coordinates can be easily ob-
tained by OPENGL. If the received coordinates are inside the search region of the associated feature, the
feature resembling the virtual landmark in VISUAL MONO-SLAM is matched. Otherwise the feature
is not successfully matched. Thus the need for a matching mechanism needed in the real application
can be avoided in the simulation. Otherwise the simulation works just like the real application, newly
observed landmarks may be initialized as new features, features can be deleted and if the linearity index
for a feature in inverse depth is below the given threshold, the feature willbe converted. The estimated
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map and virtual camera perspective for the simulation are depicted in Figure 5.2. The estimations for
each landmark are shown by wired ellipsoids. The color of the ellipsoids indicates the current state of the
corresponding feature: Green ellipsoids were predicted to be inside the current image and matched suc-
cessfully, red ellipsoids were not successfully matched and gray indicates that the feature was predicted
to be outside of the current image. Visualization for points in XYZ encoding is straight forward and
their uncertainty can be easily calculated by the variances found on the main diagonal of the covariance
matrix. The indicate association between a landmark and its corresponding feature, both are labeled with
the same number. To visualize features in inverse depth coding these need tobe converted with their
corresponding covariance to XYZ representation as discussed in section 4.9. Due to the linearity issues
with features in XYZ showing low parallax (see section 4.7) the visualized uncertainty estimation for
features in inverse depth might sometimes show odd behaviour with vastly changing uncertainty ellip-
soids. However this is just a visualization issue, since inverse depth features that should not be converted
to XYZ according to their linearity index, need to be converted in order to visualize them. The estimated
camera position and orientation is marked by a blue cone, where the pinhole is located at the center of
its flat side (i.e. the top of the cone indicates the opposite of the viewing direction). The estimated path
of the camera is drawn in yellow.

The simulation can be influenced via a graphical user interface. The interface allows for manipulation
of the virtual camera by determining its linear and angular velocities. This can be done either for a
predetermined number of frames or repeatedly until another command is issued. A smooth return to the
origin in a given number of steps is implemented employing SLERPS introduced in [43] to determine
the proper quaternion rotations. Furthermore several viewing options enable the user to switch on and
of the display of uncertainty ellipsoids for XYZ or inverse depth features and the like. The view on the
estimated map can be influenced either via sliders in the GUI or by a first-person shooter like navigation.
Since VISUAL MONO-SLAM estimates the positions of all features and the camera pose without any
prior knowledge usually the estimates differ from the virtual landmarks and camera, but a consistent at a
meaningless scale (see section 4.8). To better compare the overall consistency of the estimated map with
the given virtual landmarks a scale vector for all features can be calculated easily, since the 3D positions
of the virtual landmarks are exactly known. To estimate the scale vector 5 features position estimations
are randomly determined and compared with the positions of the corresponding virtual landmarks. The
resulting scale vector is then used to scale the visualization of all feature estimations accordingly.

5.1.2 Simulation Results

The simulation yields generally good results for the estimation of both, inverse depth and XYZ coded
features. Also the error in the estimated positions compared to the known positions of the estimated
landmarks is reasonable for features that have been observed for more than just a few frames. In Table 5.1
the scaled estimates for some selected features are presented. To obtain thevalues shown in Table 5.1 the
virtual camera moved over a total of 210 frames, which is a rather short sequence. The exact velocities
and number of frames defining the movement of the virtual camera are shownin Table 5.2. Still for some
features enough parallax was detected so that they could safely be converted to XYZ coding. To give an
overall view the displayed features were selected according to three criteria: Landmark depth, position
in the initial image and how often the feature was observed during the 210 frames sequence. Note that
due to the random element in the scale vector not necessarily the best possible estimation compared with
the original value might be obtained (for example if a newly initialized feature is selected to contribute
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(a) Estimated map (b) Virtual camera view

Figure 5.2: Simulation view:(a) shows the estimated map. Landmarks are depicted as white spheres, the 95%
confidence region for the estimation is illustrated by wiredellipses. The estimated camera position is marked by a
blue cone, where the pinhole is in the center of the flat side. In (b) the view from the virtual camera is depicted.
Note that this view is not exactly the view from the blue cone in (a), since that is the estimation of the camera.
However the camera estimation should not differ significantly from the state of the virtual camera. No ellipsoids
are displayed in (b), since the estimated confidence regionsdo not belong to the observed scene.

to the scale vector). To further evaluate the experiment in the simulation the trajectory of the virtual
camera and the EKF estimation of the trajectory have been logged. Figure 5.3 shows a comparison of
the trajectories projected in theXZ-plane (Figure 5.3a) andXY -plane (Figure 5.3b), respectively. The
estimation error in the trajectory peaks at the end of the first camera movementsequence at frame 100
(see Table 5.2). This can be explained by the camera movement: Before frame 100 the camera observes
new features and adds them to the current state vector, while some of the initial features begin to drift
out of the field of view. Afterwards the changing velocities move the camera insuch a way that various
features are re-observed. Re-observations of this kind improve poseestimation (similar like real loop
closing) and therefore the pose error gradually becomes smaller.

During experimenting with the simulation it became apparent the rotations of the virtual camera,
induced by angular velocities play an important part in VISUAL MONO-SLAM. Position estimates ob-
tained if the virtual camera was just subject to linear velocities were less accurate than movements fea-
turing both types of velocities. An interesting effect can be observed in thesimulation for small linear
velocities in the absence of angular velocities: In this case the predicted movements of the virtual cam-
era differ in the sign of the actual movements, i.e. if the camera is moving along thepositiveX-axis the
EKF estimates a movement in direction of the negativeX-axis. Subsequently the features are estimated
behind the camera, since these positions would correspond to the estimated camera movements. Inves-
tigation of this phenomena has not come up with a satisfactory explanation until now. For a hand-held
camera this effect may not prove important, since hand-held devices will always feature small rotations.
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Landmark frame 100 frame 120 frame 180 frame 210

description position mean 3D mean 3D mean 3D mean 3D

ID: 1, low x 0 -0.03

✘

-0.04

✔

-0.03

✔

-0.03

✔depth, centered, y 0 0.01 0.01 0.01 0.01

always observed z 5 5.07 5.21 4.92 4.91

ID: 10, high x 0 -0.23

✘

-0.26

✘

-0.33

✘

-0.34

✘depth, centered, y 15 14.32 14.73 14.82 14.85

always observed z 100 92.17 95.28 96.87 97.20

ID: 20, medium x -25 -13.43

✘

-14.24

✘

-24.81

✘

-24.97

✘depth, lower right, y 5 2.71 2.83 4.99 5.01

sometimes observed z 20 10.67 11.22 19.92 20.03

ID: 7, medium x 30 29.41

✘

30.65

✘

29.20

✘

29.42

✘depth, upper left, y 20 19.70 20.29 19.53 19.67

often observed z 30 29.35 30.35 29.46 29.67

ID: 37, low x 15 15.27

✘

15.53

✘

14.51

✘

14.54

✔depth, not in initial view y 0 -0.02 0.00 0.00 0.01

seldom observed z 5 5.14 5.12 4.85 4.85

ID: 43, medium x -45 –

–

–

–

-52.06

✘

-48.99

✘depth, not in initial view, y 20 – – 23.13 21.70

seldom observed z 30 – – 35.36 32.99

Table 5.1: Position estimates from simulation. The table shows the estimated positions for some selected features
during the simulation. The columns labeled 3D indicate if the feature was already converted to XYZ encoding.
The scene with the virtual landmarks is depicted in Figure 5.2a. For a specification of the time steps please refer
to Table 5.2. If no estimation is given then the feature was not observed until the corresponding time step.

frames vWx vWy vWz ωCx ωCy ωCz

0 – 99 1.300 0.500 -0.670 -0.050 0.120 -0.060

100 – 119 0.200 -1.700 0.400 0.100 -0.250 0.180

120 – 179 -2.300 -0.800 -1.500 -0.200 -0.130 -0.150

180 – 209 0.133 1.067 4.967 0.533 0.026 0.318

Table 5.2: Virtual camera velocities defining the movement for the estimates presented in Table 5.1. The velocities
from frame 180–209 describe a return to the origin.
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(a) XZ-plane trajectory
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Figure 5.3: Camera trajectories in simulation.(a) shows a trajectory in theXZ-plane,(b) in theXY -plane. The
velocities for the camera of the trajectories are given in Table 5.2. The real trajectory of the virtual camera is shown
as a red line, while the green line shows the estimates of dimensionless VISUAL MONO-SLAM. Multiplying the
estimated trajectory with a scale vector results in the bluetrajectory. LettersA, B, C andD mark the changes
in camera velocities, according to Table 5.2.A marks the position at frame0 (and frame 210),B the position at
frame100, C at120 andD at180.

5.2 Real Data Experiments

Evaluating experiments with real data proved to be much harder than experimenting in the simulation.
In subsection 5.2.1 the qualitative results using two different image sequences created by the authors
of [13,16,20] have been used as input for VISUAL MONO-SLAM. Afterwards in subsection 5.2.2 results
for real-time VISUAL MONO-SLAM using a HERCULESWebCam Classic are discussed. For real-time
estimation feature comparison is done by image patch matching, were patches ofsize11×11 and21×21
were tested. As a comparison measure for image patches the normalized cross correlation (see equation
(3.16)) was used. The expected amount of predicted features was setto 10 - that means that new features
will be initialized if less than10 features are predicted to be in the current image. The amount of features
was determined experimentally - less features led to qualitatively worse pose and position estimates,
more features did not significantly improve the estimation but only increase computational load.

For complete image sequences SURF-features were tested as an alternative to image patches. For
real-time estimation SURF could not be tested, since the neither the OPENCV implementation of SURF-
features nor the original implementation performs fast enough for featureextraction at 15 – 30 Hz.

5.2.1 Given Image Sequences

Two image sequences created by the authors of [13, 16, 20] have beenused to test the working of the
V ISUAL MONO-SLAM implementation. Both feature images of size320×240 pixels and were obtained
by a 30 fps fire-wire camera with known intrinsic camera parameters. One image sequence depicts
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(a) Camera image
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(b) Detail from scene

Figure 5.4: Detected features in outdoor scene. In(a) the last frame of the outdoor scene is shown. Detected
features in the current frame are marked by a black number. The green squares indicate the area where the image
patch was matched. Blue ellipses indicate the 95% confidenceregion. However the confidence regions are hardly
visible in the depicted scene, since they are smaller and hidden by the matched regions (which indicates good
predictions). Subfigure(b) provides an image detail of (a) and contains all features referred to in Table 5.3. For
better readability feature IDs are colored red.

an outdoor scene with varying lighting conditions showing a street with some cars in the foreground
and some distant features near the horizon. The sequence is quite short,just providing180 frames.
The second image sequence is longer, comprised of1000 frames. It shows an indoor lab environment,
containing mostly features showing high parallax that can quickly be converted to XYZ from their initial
inverse depth encoding. Since for the scenes shown in the image sequences no known scale is provided
the evaluation can only be a qualitative, not quantitative. It should be notedthat Davison et al. do not
publish an quantitative analysis of the estimated 3D positions for real image datain [13,16,20] either.

Using image patches for feature matching in both image sequences the visualized estimated state
of the camera matches well with the movements done in the image sequence. Also generally the depth
estimation seems to be consistent in the scenes. For example in the outdoor sequence features located
on a car in the foreground differ in theirz coordinate significantly from features on objects in the middle
or background as shown in Figure 5.4 and Table 5.3. Furthermore for rotations and translations of the
camera seen in the image sequence, similar rotations and translations could be observed for the estimated
camera. A plot of the estimated camera trajectory during the sequence is plottedin Figure 5.5.

To illustrate the progress of the location estimate the estimates for selected framesare depicted in
Figure 5.6. Note that in the initial frame (Figure 5.6a) the uncertainty ellipsoids are very large and
overlapping, due to large uncertainty about the feature depth. Howeverfor reliably matched features
the uncertainty quickly converges (Figure 5.6b). It should be noted thatduring the outdoor sequence no
feature is converted from inverse depth to XYZ representation. This is due to the fact that in this short
image sequence no feature is observed over the whole sequence and thenumber of successful matches
was not sufficient to push the linearity index below the threshold of0.1 (for the definition of linearity
index, its analysis and meaning please refer to sections 4.7 and 4.9).
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Figure 5.5: Camera trajectory for outdoor sequence. During the sequence the camera is first moved a bit to the
right and afterwards to the left and in the direction of the negativeZ-axis. During this movement the viewing
direction is rotated slightly around theY -axis. Afterwards the camera is moved roughly back to its initial position.
(a) shows the estimated plot in theXZ-plane which qualitatively fits the observed camera trajectory well. In (b)
the trajectory in theXY -plane is plotted. While during the sequence first an upward movement of the camera could
be noticed in the end it is moved downward again. This is also reflected in the plotted trajectory. A comparison
with the ground truth as in the simulated case (see Figure 5.3) is not possible.

Similar results could be obtained for the indoor sequence. This sequence,being much longer than the
outdoor sequence and being in an indoor environment with no faraway features provided much parallax
for every stable feature. In fact at the end of the indoor sequence every feature in the estimated map is
encoded in XYZ. Two exemplary frames from the indoor sequence are depicted in Figure 5.7. Using
image patches of11 × 11 or 21 × 21 pixels did not have any significant influence on camera pose
estimation or the estimated positions of feature locations.

Using SURF features instead of image patches showed less promising results. Though SURF fea-
tures are generally considered stable and have successfully been used for object recognition task single
SURF features proved not to be as locally stable as image patches. For object recognition tasks it might
not be crucial if a matched SURF feature might be detected one or two pixels off from its actual location,
but in an application like VISUAL MONO-SLAM such an error may afflict the current pose estimation
and subsequently the predictions and estimations for the next frame. Sometimesfeatures can be observed
to slightly move around in the image, which is rather fatal for the state estimation. Examples for faulty
feature matching for SURF features are depicted in Figure 5.8.

5.2.2 Real Time Estimation

Results obtained using the given image sequences with image patch matching were encouraging with
respect to the obtained maps, so that the same method was tried in real-time. For image retrieval a
HERCULESWebCam Classic was used, where the native resolution was downscaled to320× 240 pixels
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Position in scene Feature ID x y z

Car

rearview mirror 2 0.5652818 -1.136854 7.700869

rim 6 -0.8424688 -2.723368 7.394391

headlight 7 -2.616124 -1.217564 7.140176

Background

right 0 -19.60458 3.135008 22.95719

center 5 -9.627525 2.788888 27.84539

left 8 -1.600957 3.779855 31.05553

Table 5.3: Position estimates for selected features of the outdoor sequence. The feature IDs refer to the number
depicted in Figure 5.4b. Of special interest is the last column showing the estimate of thez coordinate. From
a qualitative standpoint the depth estimates obtains the expected estimations: Thez coordinates of the features
located on the car in the foreground are similar and differ significantly from the estimates of the features located
in the background. Judging from Figure 5.4b feature 8 of the background features #8 is the farthest, while feature
#0 is the closest. This is resembled in the estimates of thez coordinates.

and camera calibration parameters were determined by the MATLAB toolbox (see [6]). However real-
time results with the HERCULESWebCam Classic do not achieve comparable quality as with the given
image sequences. One main difference between the camera used by Davison et al. in [13,16,20] and the
low-cost HERCULESWebCam Classic is the actual number of frames provided by the cameras. While
Davison et al. report a stable frame rate of 30 fps which means a new image isobtained every 33 ms the
time to retrieve a new image with the HERCULESWebCam Classic fluctuates. While the manufacturer
claims frame rates of “up to 30 fps” the actually obtained frame rate is roughly 15 fps. Unfortunately that
does not imply that a new image will be obtained ever 66 ms, as one could guessat first, but retrieval
times between 45 ms and 118 ms have been recorded. Keep in mind that the time between two images
influences the prediction of the next camera pose (see section 4.3) and willinduce larger uncertainty
about the features expected position. Furthermore the perceived features proved less stable than the
features obtained in the given image sequences. Sometimes “moving features” similarly to the effect
observed for SURF features on the image sequences could be observed, with equally bad effect on the
estimated camera pose. And once the error in the pose estimation becomes too large, even stable features
will not be matched anymore, since they will not be at their expected positionsin the image. Increasing
the threshold for the response (see 3.1.1) inhibits this effect, but led to lessaccepted features in the first
place. This reduced amount of information gained by the features worsened the pose estimation, so that
the ultimate effect is the same as for “moving features”. At the moment it is not clear, why these effects
could not be observed in the given image sequences, but a first guesswould be that the image quality
obtained by the HERCULESWebCam Classic is worse than the images in the sequences. Using the native
resolution of640× 480 pixels seemed to lead to more image noise, resulting in an even faster lost pose
estimation.

Therefore at the moment no meaningful results can be presented for the real-time estimation, but
it should be noted that used thresholds and parameters coming into play at various parts of the algo-
rithm influence the outcome greatly. Fine-tuning of these values proves to bevery time consuming and
sometimes more art than science.

AN ANALYSIS OF V ISUAL MONO-SLAM



82 CHAPTER 5. EVALUATION

(a) Frame 0 (b) Frame 50

(c) Frame 100 (d) Frame 150

Figure 5.6: Progress of map estimation for outdoor sequence. The ellipsoids illustrate feature uncertainty, esti-
mated camera pose is depicted by a blue cone. Green ellipsoids indicate a successfully matched feature, red means
no successful match and gray ellipsoids are not predicted tobe on the image sensor. While the estimated map in
(a) does not convey much information, due to large uncertainty for each feature, estimation quickly improves as
seen in(b). Re-observation of features can significantly improve their estimated positions as seen for feature #0
(the feature close to the positiveY -axis) in the different estimation in(c) and(d).
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(a)

Figure 5.7: Exemplary frames from the indoor sequence. Red indicates unsuccessful matching attempts, while
green indicates successful matches.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.8: False matches using SURF. The top row ((a) – (d)) depicts so called SURF features extracted by
OPENCV. The OPENCV implementation was inspired by the original surf paper [4] but is not equivalent and
performs oftentimes worse. In the second row ((e) – (h)) results from the original SURF implementation are
shown. All matches were considered successful and the feature location is in the center of the green square. In
both cases significant movement of the depicted feature position can be observed. Therefore in the context of
V ISUAL MONO-SLAM these features are not suitable.
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Chapter 6

Discussion and Outlook

This thesis provides a detailed analysis of VISUAL MONO-SLAM along with the underlying methods
from image processing in chapter 3 and camera models in chapter 2. The basic idea of the extended
Kalman filter was briefly introduced in section 4.1 and elaborated by the exemplary application VISUAL

MONO-SLAM in the remainder of chapter 4. The achieved results using an OPENCV and OPENGL
based implementation were presented in chapter 5.

While qualitatively encouraging results could be obtained for two given image sequences, the current
implementation did not yield useful results applied on a stream obtained by a low-cost USB camera.
Further parameter tuning and testing will be needed to enable stable pose estimation in the real-time
scenario which is crucial to a properly working VISUAL MONO-SLAM implementation.

To improve results for the given image sequences and a working real-time application the image
patch matching should be addressed further. In the current implementation obtained image patches
are just compared to the patches from other images inside the 95% confidence region of its associated
features. While this yields reasonably good results in many cases, it still lacks some desirable properties:
Matching will not be rotational invariant nor will image patches be matched if thedifference between
the current point of view and the point of view of the first observation becomes to large. Two strategies
could be employed to address this problem: Firstly one could use avariable image patchinstead of a
constant one. This would mean that for every successful match of an image patch, the patch stored along
with the feature will be replaced by the matched patch from the current image.Since orientation and
point of view of an image patch will usually change continuously and not abruptly over a sequence of
received frames this could provide rotational invariance along with robustness to changes in point of
view and scale. However if the camera performs a loop motion then the variableimage patch will less
likely be matched at the loop closing, than a constant image patch. Secondly image patches could be
transformed according to the currently estimated camera pose. This would require for each image patch
to have a unique orientation which could possibly be obtained by directional vectorm (θi, φi), dependent
on azimuthθi and elevationφi at feature initialization. With this orientation for an individual feature,
its estimated position and the estimated camera pose one could try to transform the image patch to best
resemble expected patch under the current point of view. However somethresholds will be needed for
this approach since the transformation will likely result in a blurred patch, sothat for small changes in
the point of view this technique may actually provide worse results than the simplematching approach.
Furthermore if the estimation of the feature position has a large uncertainty as for features just after
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initialization, such a transformation will reduce the probability of successfulmatching. Eventually a
combination of both, variable image patches and image patch transformation, maybe beneficial. On
the other hand other methods apart from image patches should be tested as well. A recently developed
feature descriptor like CENSURE [2] might be interesting, since its authors claim real-time capabilities
and robust matching.

Also the number of features matched for one frame could be addressed. If more features than the
desired number for stable estimation are predicted to be visible in the current frame, one could limit the
amount of features that will actually be searched in the image, thus reducingcomputational effort. The
uncertainty of the expected features could be used as a heuristic to selectthe features: If the uncertainty of
a feature is large observation of this feature will usually have more impact onthe overall estimation than
the observation of a feature whose position is already well known. Thus features with a high uncertainty
should be preferred compared to low uncertainty features.

Extending the simulation could also provide some additional insights. Up until nowimage noise has
not been regarded in the simulation - for every observable feature a perfect match can be obtained. In-
troducing the user with the ability to experiment with different image noises or thenoise of the transition
function might be interesting. In addition a different method to influence the movement of the virtual
camera apart from the values for the 6 velocities is needed. To simulate shaky movements of a hand-held
camera a noise function affecting the velocities should be implemented, as well as a simpler method of
input to direct the camera instead of tediously inserting the desired velocities would be beneficial.

Different transition functions in simulation as well as in the real application could be used to model
scenarios different to the hand-held camera. For example if a camera is mounted on top of a robot, ac-
tions influencing the robots pose like steering commands should be incorporated in the state transition to
improve a priori pose estimation. In this case one could also think of sensor fusion with other sensors like
laser based range finders or time-of-flight cameras. While range finders provide better depth measure-
ments, thus yielding good information about translational movements, rotations are reliably estimated
by VISUAL MONO-SLAM. Even if the detected rotation is not accurate it might serve as a firstguess
used in scan matching approaches, since these generally yield better results the closer the initial pose
estimation is to the actual pose.

If fully operational for real-time operation, VISUAL MONO-SLAM could provide a powerful tool as
a stand alone application for hand-held cameras and mounted on a mobile robot platform for 6DSLAM
with sparse 3D maps. Furthermore in the domain of mobile robotics the estimates obtained by VISUAL

MONO-SLAM could be used in a sensor fusion approach together with other sensors to improve overall
map quality. This could either be done by combining odometry and or gyro compass measurements to
influence the state transition of VISUAL MONO-SLAM or by employing the camera pose estimation of
V ISUAL MONO-SLAM as an initial pose estimation for scan matching approaches.

As a final remark it should be mentioned that creating a fully operational version of VISUAL MONO-
SLAM, yielding results comparable to those of Davison et al., requires a lot of work in two respects.
Firstly the software infrastructure needs to be created, before any meaningful experiments may be con-
ducted. In this respect the overall robustness of the EKF may sometimes become actually a disadvantage,
since it may cover eventual implementation bugs. Secondly the determination of various parameters and
thresholds like image patch size or the required number of features needs timeand patience.
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