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Spherical mobile mapping systems are not thoroughly studied in terms of inertial pose estimation filtering. The
underlying inherent rolling motion introduces high angular velocities and aggressive system dynamics around
all principal axes. This motion profile also needs different modeling compared to state-of-the-art competitors,
which heavily focus on more rotationally-restricted systems such as UAV, handheld, or cars. In this work
we compare our previously proposed “Delta-filter”, which was heavily motivated by the sensors inability to

Delta filter
Mobile mapping provide covariance estimations, with a Kalman-filter design using a covariance model. Both filters fuse two
LiDAR 6-DoF pose estimators with a motion model in real-time, however the designs are theoretically suitable for an

arbitrary number of estimators. We evaluate the trajectories against ground truth pose measurement from an
OptiTrack™ motion capturing system. Furthermore, as our spherical systems are equipped with laser-scanners,
we evaluate the resulting point clouds against ground truth maps available from a Riegl VZ400 terrestrial

laser-scanner (TLS). Our source code and datasets can be found on github (Arzberger, 2023).

1. Introduction

Spherical mobile mapping systems are just coming of age, as cur-
rent research in the robotics community shows: The majority of re-
search dealing with spherical systems is about locomotion mechanisms,
e.g. [2-7]. Using spherical robots for mobile mapping (see Fig. 1) is a
rather novel field. To the best of our knowledge, Borrmann et al. [8]
first used a 2D laser-scanner mounted on a unicycle’s wheel axis, to gen-
erate maps via offline—simultaneous localization and mapping (SLAM).
In a follow-up study from our own lab [9] we used the same laser-
scanner inside a spherical robot with a protective outer plastic shell.
The robot is capable of self-initiated motion via flywheels utilizing an
IBCOAM (impulse by conservation of angular momentum) approach.
The idea of using spherical robots for mapping was explored in more
depth by the European Space Agency (ESA) in 2021 during a concurrent
design facility (CDF) study. This CDF study considers the general
concept of a spherical robot for environment mapping and exploring
lunar caves, but also terrestrial vents, to be feasible [10,11]. Another
recent study [12] comes to a similar conclusion and substantiate the

potential of using internal sensor such as LiDAR or cameras inside the
spherical robot. Advantages of using spherical robots are a shell that
protects internal sensors and a versatile locomotion mechanism that
inherently results in sensor rotation leading to optimal coverage of the
environment in all directions. In contrast to other protective shells,
the spherical shape enables access to scenarios where other robotic
systems could not operate, e.g., steep tunnels, underground mines,
narrow funnels, or other hazardous environments. Furthermore, state-
of-the-art 360° horizontal field of view (FoV) LiDAR sensors such as the
‘Livox Mid-360’, or ‘Hesai Pandar-XT32’ have only a limited vertical
FoV. Thus, rolling such a LiDAR sensor leads to more coverage of the
environment, especially considering the ceiling and ground. Due to the
inherent rolling mechanism for locomotion, additional actuators, which
potentially get damaged, are not needed to rotate the LiDAR sensor.
However, during SLAM, large and aggressive rotations are the least
favorable motions that a mobile mapping system could experience. This
is because for any falsely estimated translation, the point-to-point errors
in the resulting environment grow linearly, whereas for rotation these
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Fig. 1. Two spherical mobile mapping systems, equipped with inertial sensors, cameras,
and LiDAR. A high-resolution video where the filters run onboard and are compared to
each other in real-time is available at https://youtu.be/0093Y4nZ5wO0. (Left spherical
system:) The new prototype, featuring a ‘Hesai Pandar-XT32’ 360° horizontal FoV LiDAR
with 0 cm minimum scanning distance. (Right spherical system:) The old prototype from
previous work [1], featuring a ‘Livox Mid-100’ limited 98.4° horizontal FoV LiDAR with
100 cm minimum scanning distance.

errors grow exponentially with increasing distance. While working with
spherical robots, non-centered rotation is the main movement of the
internal sensors, which proposes a huge challenge to state of the art
SLAM algorithms. In previous work, we proposed initial laser-based
offline-SLAM solutions for simplified sub-problems, i.e., rotation while
descending [13], and rolling on flat surfaces [14]. Our previously
proposed Delta-filter [1] — on which this paper builds upon - did not
make use of LIDAR measurements for pose estimation. Similarly, in this
work we also address only the localization of the system and do not
perform laser-based SLAM, but only use the LiDAR data for accuracy
evaluation. However, in the near future, the output of our developed
trajectory filters should be utilized as an initial guess for a laser-based
online-SLAM system, yet this is beyond the scope of this work. The
contributions of this work are as follows:

» A Kalman-filter design for pose estimation via sensor fusion on
spherical mobile mapping systems.

» Comparison of the previously proposed Delta-filter [1] with the
Kalman-filter.

« A second spherical prototype running both filters, using different
hardware and sensor configuration compared to the previous
paper [1].

The paper is structured as follows: In the next section, we provide
an overview of state of the art 6-DoF pose filters, and outline the
most similar approaches. Then, we introduce the “Delta”-filter in a
general fashion and show an example implementation on a spherical
mobile mapping system. Finally, we introduce our accuracy measures
and experiments and show that the filter is able to deal with slow and
fast motion as well as driving curves.

2. State-of-the-art

Many onboard multi-sensor pose estimation approaches exist in the
community. The majority of which are implemented and developed
towards autonomous driving cars [15,16], and unmanned aerial vehi-
cles (UAV) [17,18]. Soloviev et al. [19] give a broad outline on the
sensor types used for navigation: They define a self-contained inertial
navigation system (INS) as the primary sensor, as it is available on any
platform. Further, the authors consider the following secondary sensors
which are qualified for fusion with the INS solution: Global Navigation
Satellite System (GNSS) based (e.g. GPS), feature based (e.g. cameras
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or LiDAR), beacon based (e.g. using specialized navigation signals), or
based on signals of opportunity (SoOP) (e.g. radio-frequency signals).
In this work we will focus on visual-inertial navigation systems (VINS)
and later propose a filter for our spherical system. Santoso et al. [20]
categorize popular filters in the robotics community: (1) The Kalman
Filter (KF) [21] has been designed to estimate the most likely system
state under Gaussian noise by minimizing the covariances of the esti-
mation error. It has since been reinvented and extended several times,
leading to variants such as the Unscented Kalman Filter (UKF) [22],
Extended Kalman Filter (EKF) [23], or Multistate Constrained Kalman
Filter (MSCKF) [24], just to name a few. KF-based approaches are by
far the most popular state estimators among the robotics community.
Example implementations on different systems include [18,25-29]. (2)
The H, filter approach originates from control theory where it is used
as an optimal robust controller. Instead of minimizing the covariance of
the estimation error, the H_, filter minimizes the worst-case estimation
error, which leads to better performance if modeling uncertainties are
present [30]. (3) Particle filters (PF), or Monte-Carlo Methods, are
known for being applied in many stochastic estimation problems [31].
By now, it is well-known that PF outperforms KF in nonlinear systems
underlying non-Gaussian noise [32]. Its biggest drawback is the com-
putational load required for processing many particles representing a
single state. (4) Rao-Blackwellized Particle filters (RBPF) combine the
advantages of PF and KF while getting rid of their major issues [33].
Therefore, if the system state model contains linear parts with Gaussian
noise, these components are separated and processed using KFs, while
nonlinear parts with non-Gaussian noise are dealt with PFs. And finally,
in recent years we have noticed the use of (5) graph optimization based
methods such as GOMSF [34] and VIRAL-Fusion [35], where the system
states are represented and optimized in a pose-graph.

The above mentioned examples solely treat filters implemented
on ground vehicles or UAV. Yet other examples exist that imple-
ment multi-sensor pose estimation on more challenging systems. Kim
et al. [36] fuse data from four sensing modalities on an unmanned
underwater vehicle (UUV) using an approach using covariance inter-
section based on nonlinear optimization. They consider measurements
taken via acoustic ultra-short baseline (USBL), Differential GPS (DGPS),
Doppler Velocity Logs (DVL), and an INS. Fang et al. [37] use three
different sensors for pose estimation on wearable augmented reality
(WAR): a monocular camera, a depth sensor, and an INS. They use a KF-
based approach in a sliding window fashion. To our knowledge there
exists only one onboard pose estimation filter for spherical robots [38].
This approach [38] comes from our own lab and uses only data from
inertial measurement units (IMU). The basic idea is to combine the
well known IMU orientation filters: the Madgwick filter [39] and
Complementary filter [40]. As for translation, the filter performs dead-
reckoning using the motion model of a rolling sphere and adding
constraints for slipping and sliding effects. Furthermore, the output of
the filter in [38] is being utilized as input for the filter proposed in
this paper. Another niche filter, the EKF for spherical robots presented
in [41], is similar to [38], as it performs attitude estimation and
dead reckoning based only on an IMU. Lastly, we want to mention
another filter that is much simpler than any of the approaches stated
above, yet surprisingly effective: Gyrodometry [42]. This filter has been
implemented to combine data from wheel encoders (Odometry) with
data from a gyroscope by considering not the measured state, but
instead the change of state. Therefore, the filter considers the similarity
of the measurements to each other to eliminate outliers and update
the current state accordingly, without using any covariance estimation.
The previously proposed Delta-filter [1] is similar in these two aspects
(change of state and similarity of measurements), but extends the idea
to an arbitrary number of estimators in 6-DoF and adds a motion
model. Our proposed Kalman-filter also considers the change of the
state, however we add uncertainty modeling to our sensors in order
to estimate the covariance matrices.


https://youtu.be/oO93Y4nZ5w0
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3. Sensor fusion with 6-DoF delta-filter

In this section we introduce common notation and reiterate the
Delta-filter design from our previous work [1]. The Delta-filters purpose
is to receive 6-DoF trajectory estimates from multiple sources, which
are known to be unreliable, and filter them in a probabilistic way.
We consider a trajectory “unreliable” if it accumulates drift or makes
sudden jumps — which are common effects in IMU- and VIO-based
estimators. The filtered trajectory does not utilize covariance estima-
tions, does not use any information from future measurements, and is
computed in real-time. However, similar to a Kalman filter, the Delta-
filter requires a motion model, which is also considered unreliable.
In our implementation we filter only two trajectory estimates with a
given motion model, yet the Delta-filter is theoretically suitable for an
arbitrary number of estimators.

3.1. Notation and filter design

Suppose we have multiple 6-DoF pose estimators X = [R,p]" €
SE(3), where R is a 3 x 3 rotation matrix and p is a vector in R3. The
pose of the kth estimator at time ¢ is denoted by X ;(t) = [R, (), pk(t)]T :
R — SE(3). Note that all poses from all estimators must first be
transferred in a shared global coordinate frame. As the poses arrive
at different time stamps, it is necessary to interpolate between mea-
surements to capture all estimates at the same point in time. Thus, the
Delta-filter computes an estimate at the rate of the slowest estimator,
denoted as X, yielding a query time 7,. We call the resulting pose
X (t,) the “measurement”. All other estimators X are queried at time
1,» by interpolating between two measurements at given timestamps
1,41, as shown in Fig. 2. Note that rotation matrices and unit quater-
nions are isomorphic, thus we use q,(r) and R, (r) interchangeably as
they represent the same elements in SO(3). Then, the interpolation is
constructed using quaternion spherical linear interpolation (Slerp) and
linear vector interpolation as described by Egs. (1) - (5):

X () = [Re(t), pi (1)) (€8]
t -
f:"—tq“e[();l]’ 2)
tq—] - tq+1
Q=cos™ (qu(tg1) - qultgi1)) ©))
Ry (1)) = Slerp (g4 (t,_1): g4 (t541).1) (O]
_ sin((1 -HQ) sin(fQ)
@ gty + (@) “qigi),
Py =(1- D) “Pr(t) + i Pr(yi1) 5)

The idea of the Delta-filter is to track the changes between given
timestamps #; and 7, (also known as “deltas”) of the measurements and
interpolations

4X = [R7' (1) - R(ty) . plty) — p(t))]' ©)

and estimate a new delta that is more meaningful. That is to say that
the Delta-filter estimates the most likely pose change between given
timestamps. Therefore, the filter first estimates a model delta

AX,, = [4R,,.4p,]" @
= f(4Xy, {4X, : k EN})

where f denotes the motion model that estimates the true motion given

the measured and interpolated deltas, AX, and AX,. In a later section

we will give an example for the motion model f when implementing
the filter on a spherical robot.

3.1.1. Measurement, interpolation, and model
The measurement, interpolation, and model deltas 4X, 4X,, and
AX,, respectively, are all considered unreliable. They are used to
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Fig. 2. Timelines showing two sensors publishing pose data at different rates. The
sensor having the slower rate is defined as the “measurement”, the other trajectories
X, get interpolated at measurement time ?,.

estimate the filtered pose X, (¢;) by iteratively applying an estimated
filtered delta AX, that happened between ¢;_; and ¢;:

X, (1) = AX, - X,(t;_) ®)
= [ARe . Re(tj_l)sApe+pe(tj—l)]T : (9)

We separate the rotation and translation parts by assuming that the
measured and interpolated orientations are sufficiently reliable esti-
mates, i.e., they do not drift or jump between two consecutive frames
such that averaging both rotation-deltas with Slerp works. Thus, we set
the parameter 7 of the Slerp function to 0.5. To obtain the estimated
filtered rotation delta AR,, we compute

1
AR, = Slerp (AqO,Aqk, 5) (10)

Note that for more than two estimators, the Slerp in Eq. (10) must be
replaced with a different quaternion average, e.g. [43]. Furthermore,
we assume that the estimated translation deltas Ap,, 4p;, and Ap,, are
not sufficiently reliable to just average them, as inertial-tracking tends
to drift and visual-tracking tends to jump.

3.1.2. Probabilistically weighted geometric mean
We calculate weights g; for each delta that correspond to the simi-
larity of the deltas distance to their geometric mean, thus outliers get

a damped weight while similar values get a higher weighting:
-1

bl = <H|Ap,-|) , an
i=1

1 v A1\2
s = n_1§<|4p,-|—|p|), (12)

Bi=1-s"-(l4p;| - IBl) . 13)

where Ap; refers to the measurement, interpolation, and model deltas.
Now we use these weights, corresponding to similarity, to average the
translation direction and then scale it:

d
Ap, = —— . Ap; , 14
Pe =13, p.4p,] Zﬂ P as)

where d is an estimate of the true scale of the translated distance:

i)
d= <H|Ap,-|ﬁf> as)
bi

3.2. Implementation on our spherical systems

Fig. 3 shows the reference frames of the sensors in a schematic
drawing. We use three “PhidgetSpatial Precision 3/3/3 High Resolu-
tion 1044” [44] IMUs and an “Intel RealSense T265 stereo tracking
camera” [45]. Our own IMU filtering algorithm [46] takes the 250 Hz
raw outputs from the three onboard IMUs and computes a single pose
estimate at 125 Hz. The fisheye cameras on the Intel T265 produce
images at only 30 Hz. However, the T265 outputs a pose at 200 Hz
using its own IMU. The implementation on our spherical systems uses
two estimators, the IMU operating at 125 Hz defines the measurement
X, and the camera operating at 200 Hz defines the interpolation X .
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Fig. 3. (Left:) Spherical mobile mapping system without its protecting shell. (Right:)
CAD model of the spherical system with sensor frames.

For the motion model f of the spherical system with known radius
r = 0.145 m, we assume that rotation leads to translation, thus we
calculate the estimated model delta using the arc length of rotation:

Apy + 4Ap; |7

|4py + 4py| |
where £ (-) denotes the angle around the axis described by the rotation
matrix. Note that we just defined the model rotation 4R,, from to be
equal to AR, from Eq. (10), as the orientation estimation is considered
sufficiently reliable.

The simplicity of the filter design allows for the introduction of
simple but effective design choices. For example, we notice that the
yaw estimations of the IMUs tend to drift without the use of their
magnetometers, whereas the tracking camera does not have this issue.
This effect is also visible in the upcoming results by comparing the right
columns of Figs. 5(a) with 5(b). Note that we also tried avoiding to
rotate over the camera, such that it experiences less pitching motion
but more roll, seen from the cameras reference frame. This way, the
tracking camera is able to see the floor at all times, which helps with
the sudden position jumps. However, this makes the yaw estimations
of the camera much worse, presumably because it is not designed to
handle strong self-rolling motions.

We show this effect in Fig. 4. Note that a potential fix might be
including a second camera, mounted orthogonally to the other one, and
including it in the filter as an additional estimator. However, we will
address this in future research and stick to pitching the camera instead
in this work. Due to the background of our spherical system, we do not
want to use the magnetometers by design. Thus, we must rely more on
the camera estimations for the yaw angle, which is why we exchange
the estimation of the rotation delta in Eq. (10). Instead of only using
Slerp, which is more universal, we first use Slerp and then replace the
yaw-part of the resulting delta with the interpolated camera yaw delta.
Hence, the change in yaw is only estimated via the camera.

f(4Xy,AX,) = |AR,, r- 2 (4R,) (16)

4. Sensor fusion with Kalman-filter

The Kalman-filter (KF) we introduce here, similar to the Delta-filter,
also explicitly filters the change of the system state, instead of the state
itself. The state vector of the KF is then used to iteratively update the
transformation X, according to Eq. (9). In this section we utilize the
notation introduced in the previous section, resulting in a state vector

Yi

Apy (4py, ap), 4p7)'
yi =|4q; | =| (4q}. Aq) Aq?. Aq)T 17
o (wz,a)i,a)i)T

where Ap, is the position delta and Ag, is the rotation delta as a
unit quaternion that are used to update X,, @, is the bias corrected
angular velocity in a fixed global coordinate system. In the following,
n denotes the normal vector of the ground that the sphere is rolling
on without slipping. Note that n, is theoretically measurable via the
onboard LiDAR, yet this is beyond the scope of this work, which is
why we assume a flat floor using a constant n = n; = (0,0, 1)T. The
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key observation here is that the velocity of the balls center v, when
rolling without slipping over the ground with radius r must be
v=roxn, (18)

where x denotes a vector cross product. We assume constant velocity
between two consecutive frames, thus

Ap ~ vAt
= Ap; ~ (ra)k X nk) At

w'n? —win’

"k k"k

— Z,X _ X2
=r|wim —weng [Ar. (19)

X,V _ VX

Wil — Wihy

We use (19) to form a linear motion model. In order to minimize
the effect of integrating errors over time due to the constant velocity
assumption, the frequency of the measurements should be as high as
possible, i.e., Ar should be as small as possible. It is possible to write
the cross product using a skew-symmetric matrix n,, which means
we are able to abuse notation such that the resulting matrices in the
Kalman-filter are more compact:

0 |l

(rog xm) st =|-nZ 0  nl||lo)|rat (20)
oo 01}

=nlo,rat @1

Using the assumption from the previous section we omit to predict the
rotation change q,, but rather weight the individual measurements via
the later described covariance model, which leads to a formulation of
the Kalman-filter prediction in linear form (LKF):

Ve =F iy + Gy (22)
Pk=FkPk—lF/T(+Qk (23)
2= Hy gy - @9

The matrices F,, G, and H,, considering that the system input is the
angular velocity (4, = w,), each state entry gets measured (£, = ,),
and the motion model from Eq. (19), consequently are:

05,7 rAtnL
Fp =104, I 043 |- (25
03><10
Gk — [ 07><10 ] (26)
03><7 I3><3
and
H) =1,y 27)

The update step of the Kalman-filter is as usual:

S,=H,P.H +R, (28)
K, =P.H S (29)
Vi = Ji+ Ki (20— 2¢) (30)
P.=(I-K.H,)P, (31)

This update step (Egs. (28)-(31)) is performed for each estimator—
twice in our case, where z, contains the respective sensors measure-
ments.

4.1. Covariance model on spherical system

Many sensors (e.g., Intel’s D-series tracking cameras, or recent Phid-
getSpatial IMU devices) have a built-in function to supply covariance
matrices. If this is available, we recommend using these estimations.
Otherwise, we now introduce a model for prior covariance estimation
based on the following simple heuristics:
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Fig. 4. Resulting 3D point cloud when using only the pose estimations of the tracking camera as frames. Instead of pitching the camera, such that it looses track when looking on
the floor, here the camera primarily experienced roll. (Left:) Sliced birds-eye view of the point cloud. Yaw estimations suffer when rolling the camera instead of pitching. (Right:)
Sliced side view of the point cloud. No sudden jumps are visible when rolling the camera instead of pitching.

» (1) High angular velocities lead to a loss in accuracy for all
estimators.

* (2) When the camera looses track, e.g., when looking at the floor,
or unfavorable lighting conditions, its accuracy suffers.

* (3) The IMU’s do not use their magnetometers by design, thus,
estimation of the yaw angle should prefer camera measurements.

Therefore, we initialize the measurement noise matrices of the
camera R cay and IMU’s Ry on the diagonal using a pre-calculated
precision of the sensors when the system does not move, then add
10% to the each value. In order to fulfill the third heuristic, the parts
responsible for yaw estimation in R, get multiplied by a factor of
100. Then, we calculate the measurement noise matrices used in the
Kalman-filter at each step k by scaling the initial covariance matrices
exponentially with rotational velocity to account for the first heuristic:

Ry vy = el - Ry vy (32)

Ry cam = el - By - Rycam (33)

The scalar factor B, corresponds to an internal confidence variable
of the camera tracking module, which ranges from 1 (high feature-
tracking confidence) to 1000 (failed to track any features) to account
for the second heuristic.

5. Experiments and evaluation

In our previous work we compared the Delta-filter to the baselines.
For completeness, these results will also appear in the following sub-
sections. Fig. 5 qualitatively summarizes the results by showing the
resulting point-clouds when applying the trajectories of each estimator
directly to the LiDAR data. The IMU-based approach (a) suffers from
drift in the yaw axis and overestimates the scale of the trajectory.
The visual-inertial (b) tracking approach tends to jump whenever the
camera looses track, which happens quite often given the unfavorable
type of sensor motion. Our previously proposed Delta-filter (c) com-
bines both trajectories, gets rid of the drift and jumps, and estimates
the scale of the trajectory better. Additionally, we test our spherical
system with another state-of-the-art visual-inertial navigation system
(VINS): “VINS-Fusion” [47,48]. It is an extension of “VINS-Mono” [49]
to support multiple sensors, e.g., in our case a stereo camera setup with
an IMU. We provide the calibration parameters and configuration files
needed to run VINS-Fusion with the Intel T265 tracking camera on our
github [50]. Fig. 6 shows that the VINS estimator diverges as soon as
the rolling motion of the spherical system starts.

In this work, we have also made additional experiments to compare
the Kalman-filter to the Delta-filter. Qualitatively speaking, the first
row of Fig. 17 shows that the resulting point-clouds when applying
the Kalman-filter estimations appear to have less drift. Furthermore,
we apply a simple offline point-to-point ICP to the LiDAR data in a
forward-pass fashion in order to simulate on-board processing, where
no future measurements are available.

Fig. 7 shows the resulting point-cloud. The following sections quan-
tify the results using ground truth trajectories and maps.

5.1. Error metrics

To quantify the quality of pose estimation, we use two principal
approaches: On the one hand, we measure ground truth trajectories
with an Optitrack system using IR reflectors. On the other hand, we
also compare the resulting point clouds against ground truth measure-
ments in larger environments, when Optitrack is no longer available.
We denote the ground truth trajectory X,o; = [Ryef. Pref]'> and the
other estimated trajectories X., = [Rest,pesl]T. For each timestamp
in the ground truth trajectory, we sample the closest pose in time
from the estimated trajectory for correspondence. Note that all the
trajectories must be aligned with the ground truth trajectory. There-
fore we align the origins of the trajectories first, as we know that
all trajectories started from the same point. Afterwards we rotate
around the shared origin using a least-squares alignment according
to Umeyama [51]. Note that we only use the estimated rotation of
the Umeyama method, since we already aligned the origins. From
this point, we use Grupp’s [52] software for trajectory evaluation. We
record each individual LiDAR frame on-board using the Robot Oper-
ating System (ROS). The resulting point clouds are aligned to ground
truth using the well-known Iterative Closest Points (ICP) algorithm. We
use 3DTK [53] for the processing of the point clouds, which includes
merging the individual frames into one scan, visualization, using ICP,
matching to ground truth, and creating difference point-clouds with
corresponding histograms and RMSE.

5.1.1. Absolute position error

The absolute position error (APE) represents the unsigned error
of the translation estimation and is given by the magnitude of the
difference vector of both translation vectors

APEi = |Pest¢i - pref,il . (34)

5.1.2. Relative pose error

The relative pose error (RPE) represents the error of the orienta-
tion estimation by first calculating the orientation difference in ro-
tation matrix form, and then extracting the unsigned angle from the
corresponding angle-axis representation. It is thus given by

-1
RPEi =1£ <<R;elf,ichf,i—l ) (R;si,iRcst,i—l )> ' . (35)

5.1.3. Point cloud error

The point cloud error represents the root of the mean squared point-
to-point errors (RMSE). Suppose, after matching with ICP, there are N
corresponding model- and data-points in the same coordinate frame,
denoted m;,d; € R? respectively. Then, the root mean squared error is
given by

RMSE = (36)
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(a) Dead-reckoning IMU-only based pose estimation due to Zevering et al. [47]
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(b) Visual-inertial tracking using an Intel RealSense T265 stereo-camera

(c) The Delta-filter using (a), (b), and a motion model

(d) Ground truth point cloud available from a RIEGL VZ-400 TLS

Fig. 5. Resulting point clouds when using three different estimators (a), (b), and (c) are orthographically visualized. A ground truth point cloud is shown in (d). Images in one

column were shot from the same point of view. The colors of the points in the point cloud denote their height. Blue corresponds to lower, whereas red corresponds to larger
height values. The left column shows sliced views from the side, whereas the right column shows sliced views from the birdseye perspective.

Fig. 6. Resulting point clouds and trajectory for VINS-Fusion [47,48]. (Left:) We carry the spherical system by hand without rolling. The resulting trajectory is consistent with the
environment seen in the point cloud. (Right:) We place the spherical system on the floor and introduce rolling motion. The VINS estimator diverges. The resulting trajectory and

point clouds are inconsistent and unusable.

5.2. Comparing delta-filter against baselines

The experiments consist of three types of motion: rolling a straight
line slowly, fast, and driving curves at moderate speed. In the first two
experiments, an OptiTrack system is available to capture ground truth
trajectories, such that we are able to use Egs. (35) and (34). However,
in the last experiment (driving curves), the environment and trajectory
is larger, making the OptiTrack system unavailable. In this experiment,
we use a Riegl VZ-400 terrestrial laser-scanner (TLS) with an angular
resolution of 0.04° and accuracy of 5mm to provide accurate ground

truth point clouds. As our system is equipped with a laser-scanner
(see Fig. 3), we compare the resulting point cloud to the ground truth
map using Eq. (36). Both setups are shown in Fig. 8.

5.2.1. Fast motion

In this experiment, the sphere traversed a distance of approx. 4m
in about 10s. Fig. 9 shows the APE (34) of all estimators over time.
The T265 suffers from the highest error due to tracking loss, which
forces it to rely solely on error prone double integration of acceleration
measurements. The IMU-based approach show a considerable increase



F. Arzberger et al. Robotics and Autonomous Systems 184 (2025) 104852

Fig. 7. The resulting point-cloud after using point-to-point ICP with the Kalman-filter estimated trajectory as initial guess. The color of the points in the point cloud denotes their
height, where blue corresponds to lower and red to larger height values. The sphere got rolled manually by hand, however the operator is not visible in the point-cloud since we are
only visualizing points with a minimum distance of 150cm to the local origin of the scanner. A fly-through video of the point-cloud is available at https://youtu.be/0093Y4nZ5wO0.

Fig. 8. (Left:) Laboratory test setup in a flycage equipped with an Optitrack system. The sphere has IR reflectors attached to its shell, which are detected by the cameras (red
circles). (Right:) Laboratory test setup in the Computer Science building. A RIEGL VZ-400 TLS captures a precise ground truth point cloud for comparison with the spherical mobile
mapping system. In both images, motion of the sphere is initiated manually by hand.

Table 1

Comparison of the estimated translation of the trajectory produced by the Delta-filter with its two source estimators, based on several statistical
metrics. Each column compares three values where lower is better.

Error metrics to ground truth trajectories for fast and slow motion with respect to translation

Estimator RMSE [m] Mean [m] Std. [m] Max. [m]
Slow Fast Slow Fast Slow Fast Slow Fast
Dead-reckoning INS 1.713 1.736 1.447 1.291 0.917 1.160 2.882 3.001
Intel T265 Stereo-VIO 4.486 7.441 4.012 5.290 2.008 5.234 5.848 13.549
Delta-filter 0.114 0.248 0.103 0.193 0.049 0.165 0.189 0.428
Table 2

Comparison of the estimated rotation of the trajectory produced by the Delta-filter with its two source estimators, based on several statistical
metrics. Each column compares three values where lower is better.

Error metrics to ground truth trajectories for fast and slow motion with respect to rotation

Estimator RMSE [deg] Mean [deg] Std. [deg] Max. [deg]
Slow Fast Slow Fast Slow Fast Slow Fast
Dead-reckoning INS 1.389 4.318 1.281 3.270 0.537 2.819 2.653 8.883
Intel T265 Stereo-VIO 1.374 4.213 1.264 3.190 0.541 2.753 2.701 8.852
Delta-filter 1.384 4.305 1.273 3.248 0.543 2.825 2.752 9.199
of error due to the accumulated drift. The error of the Delta-filter are Fig. 10 shows the comparison of RPE (35) over time. Note that
orders of magnitude smaller compared to the IMUs and T265. the Savgol-filter [54] is applied to the error signals. This is because
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Fig. 9. The absolute position error of all estimators during fast motion over time.
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Fig. 10. The relative pose error of all estimators during fast motion over time. The
Savgol-filter is applied with a window size of 51 and a polynomial degree of 3 to
remove the effect of outliers. In the background the noisy pre-filtered data is shown
with low opacity.
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Fig. 11. The absolute position error of all estimators during slow motion over time.

the ground truth orientations from the OptiTrack system contain many
outliers due to mirroring of the IR-reflectors on the spherical shell. The
Savgol-filter removes the effect of these outliers but preserves the signal
tendency. The RPE of all estimators do not differ particularly from
each other, which is also evident from the error metrics in Table 2.
In fact, the RMSE of the RPE of the Delta-filter is between the INS-
and T265-solution, which makes sense considering the interpolation
in Eq. (10).

5.2.2. Slow motion

In this experiment, the sphere traversed a distance of approx. 4 m in
about 45s. Fig. 11 shows the comparison of APE over time. The Delta-
filter compensates for the linear accumulation of error of the IMU and
the sudden jump of the T265, resulting in a lower overall translation
error. Table 1 confirms this observation.
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Fig. 12. The relative pose error of all estimators during slow motion over time. The
Savgol-filter is applied with a window size of 51 and a polynomial degree of 3 to
remove the effect of outliers. In the background the noisy pre-filtered errors are shown
with low opacity.

Fig. 12 presents the comparison of RPE over time. As mentioned
above, the Savgol-filter is applied on the error signals. The orientation
errors of all estimators are similar to each other, yet overall smaller
compared to fast motion.

5.2.3. Curves

Fig. 13 shows the result of the point cloud analysis. The error
to ground truth is visualized in a point-to-point distance distribution
histogram. Note that the large errors at the pillars are caused by global
filter drift. On the other hand, the errors at the ceiling of the upper
floor are rather caused by missing points in the ground truth. These
points, however, are so few that they are only barely visible in the
histogram. The mean point-to-point error from Eq. (36), which is our
accuracy estimate for mapping, is 18.6 cm.

5.3. Comparison with Kalman-filter

In this section, we compare the previously evaluated Delta-filter
with the Kalman-filter implemented in this work. For the evalua-
tion, we use the same metrics as before and provide an analysis
based on a ground-truth trajectory, as well as an analysis based on
a ground truth map. In total, we perform two experiments: First, for
the trajectory-based analysis we utilize the infrared marker tracking
system “OptiTrack” available in the flycage again (see Fig. 8) to obtain
the ground-truth trajectory. However, this time we tried rolling a
circular loop instead of a straight line. Second, for the point-cloud based
analysis we have the same RIEGL VZ-400 TLS available to create the
ground-truth map, but perform the experiment in a different laboratory
environment.

5.3.1. Trajectory-based analysis

Although posing additional challenges for the OptiTrack system due
to marker occlusion and shell reflections, the trajectory this time is a
circular loop. We filter these erroneous readings in the following way:
First, we use the erroneous ground truth data to calculate the error
metrics RPE and APE as before. Then, we use the earlier mentioned
Savgol-filter [54] for smoothing. Note that filtering the data this way
only does not remove outliers, but dampens their effect. However, a
complete and more precise ground truth trajectory is most certainly
desired, which is subject to future work. One approach might be to
utilize the LiDAR measurements in a post-processing SLAM algorithm
to obtain the exact trajectory of the sensor. Another solution for online
estimation could be to implement a camera-vision based approach with
visual markers, or change detection. In the experiment, the sphere
traversed a circular loop with a distance of approx. 10m in about
90s, which is comparable to the speed of the previous slow motion
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Table 3

Comparison of the estimated translation of the trajectory produced by the Delta-filter with the Kalman-filter, based on several statistical metrics.

Each column compares two values where lower is better.

Statistics for APE and RPE error metrics to ground truth trajectories

Estimator Median Mean Std. RMSE

APE [m] RPE [°] APE [m] RPE [°] APE [m] RPE [°] APE [m] RPE [°]
DLIO 0.086 0.879 0.090 2.132 0.036 8.855 0.097 9.108
FASTLIO 0.081 0.926 0.081 2.168 0.030 8.815 0.086 9.078
Motion model 0.081 0.926 0.081 2.168 0.030 8.815 0.086 9.078

also compare the performance of the filters using a point-cloud-based
analysis.

5.3.2. Point-cloud-based analysis

The experiment in this section is similar to the one from the previous
point-cloud-based analysis. In a laboratory environment, rolling on a
flat surface floor, the sphere traversed a distance of approx. 30m in
around 210s. According to previously used term this is a slow motion
to ensure a good mapping result, considering the next section where
we utilize offline LiDAR-based SLAM. In this section, though, we do
not use LiDAR-based SLAM, but apply the estimated trajectories of the
Delta-filter and Kalman-filter directly to the LiDAR measurements, then
match the resulting point-clouds against a ground truth map to evaluate
the accuracy. Fig. 17 shows a direct comparison of the two maps. Each
column represents one filter, where the left column corresponds to the
Delta-filter and the right column to the Kalman-filter. The mean point-
to-point error for the Delta-filter is 20.99 cm, and for the Kalman-filter
it is 17.66 cm. The walls in the map created with the Kalman-filter align

45 ‘ better than in the Delta-filter map, indicating that the Kalman-filter
10 ! | gives better estimates for the position of the system.
5
%35 1 5.4. Offline mapping
% 30 N
505 | Our new prototype (see left sphere in Fig. 1) is equipped with a
5 360° horizontal FOV, 0 cm minimum scanning—distance “Hesai Pandar-
g20 § XT32” LiDAR operating at 20 Hz. Compared to the much smaller FOV
©15 and larger minimum scanning distance of the previous system (“Livox
10 : Mid-100"), the new setup is more suitable for mapping, as more points
0 45 50 are available at all times. In this section we show which mapping result
5 is possible, if using the trajectory estimation of the Kalman-filter as an

100 200 300 400 500

<

Fig. 13. Resulting point cloud (sliced side-view and birds-eye view) using the trajectory
of the Delta-filter, as well as a histogram showing a distribution of point-to-point
distances. These distances to ground truth are also visualized using color, where blue
corresponds to lower and red to higher distances. The color spectrum at the bottom
of the figure below the histrogram serves as a legend. The red dashed line in the
histogram indicates the mean point-to-point error, which is 18.6cm.

experiment. Fig. 14 visualizes the 3D path estimation of the Delta-
filter (left) and the Kalman-filter (right), and compares it with ground
truth. The color of the compared paths corresponds to the APE metric.
Fig. 15 compares the same error metric, APE, as a time series. Fig. 16
shows the time series comparison of the RPE metric. In the time
series, the effect of the IR-marker misinterpretations are clearly visible
considering the unreasonable spikes for small durations, present in both
the APE and RPE plots. Table 3 list more statistic regarding the error
metrics, this time including the median value instead of the maximum
value, considering the huge outliers. The Table 3 suggests that the
rotation estimation of the Delta-filter outperformed the Kalman-filter,
considering the median and mean values. However, this result is not
significant considering the huge variance due to the outliers. Thus, we

initial guess for the well known offline point-to-point ICP, implemented
in 3DTK [53]. Note that theoretically a better mapping result could
be possible using a more sophisticated, globally consistent graph-based
LiDAR SLAM algorithm, however this would not simulate LiDAR odom-
etry. The ICP algorithm we use matches the current scan (not utilizing
future measurements in order to simulate online mapping) against a
metascan consisting of a window of past 200 matched scans. We do not
skip any scan and downsample each one to include one point per 10 cm.
Furthermore, we discard any point-to-point correspondences having a
distance larger than 25cm.

Fig. 18 shows the resulting maps, where each point is colored
according to its distance to ground truth. The mean point-to-point error
according to the histogram is 8.92 cm. Note that the red parts (indicating
errors larger than 50 cm) are the result of lacking coverage in the ground
truth map. Furthermore, the runtime of the ICP algorithm was 88 min
on an “Intel i7-10750H” 12 core laptop CPU. This indicates that it is
possible to run a trimmed online version of that ICP algorithm onboard
for low-frequency LiDAR odometry. For example, one could decrease
the sliding window size of the metascans, and not include every single
LiDAR frame, but only a subset of keyframes. This will be subject to
future work.

5.5. Discussion

In our previous paper we showed that the Delta-filter significantly
improves the pose estimation accuracy, reduces drift, and eliminates
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Fig. 14. Comparison of the absolute position error (APE) visualized as a 3D path. Spikes are present in the reference due to misinterpretation of IR-marker reflections off the
spherical shell. The color of the compared trajectory denotes distance to ground truth. The color spectra to the right of the plots serve as a legend.
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Fig. 15. Comparison of the absolute position error (APE) of the Delta- and Kalman-filter visualized as time series. Spikes appear due to erroneous ground truth caused by tracking
the IR-marker reflections of the spherical shell.
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Fig. 16. Comparison of the relative pose error (RPE) of the Delta- and Kalman-filter visualized as time series. Spikes appear due to erroneous ground truth caused by tracking
the IR-marker reflections of the spherical shell.

jumps on our spherical mobile mapping system. However, despite onboard on an “Intel Gemini Lake N4120 Quad-Core 2.6 GHz” CPU
reducing the drift, all experiments showed that the Delta-filter still where they introduce 10% mean load in total (20% peak) and drop no
suffers from global drift regarding translation. Our analysis in this work frames.

shows that the Kalman-filter introduced in this work manages to reduce The offline mapping results, utilizing the Kalman-filter trajectory
this drift even further. The Kalman- and Delta-filter run simultaneously estimations, indicate that the drift could be completely compensated by

10
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Fig. 17. Comparison of resulting point-clouds when applying the trajectory estimations of the filters to the LiDAR data. In the first row, the blue line represents the trajectory. In
the second row, the points are colored according to their distance to ground truth. The histogram colors correspond to the colors of the points. The color spectrum at the bottom

of the figure serves as a legend. The mean point-to-point error according to the histogram is 20.99cm for the Delta-filter, and 17.66cm for the Kalman-filter.

utilizing a quite simple direct point-to-point matching algorithm, such
as ICP. It is too computationally expensive to utilize every individual
scan onboard for matching. Thus, a better strategy, e.g., utilizing
keyframes instead of each scan, is required to perform onboard real-
time LiDAR SLAM. Furthermore, even after matching, the walls in the
resulting point clouds appear to be thicker than in the ground truth
point cloud, which comes down to two factors: First, the scanners
used in the experiments have higher measurement noise, especially
when the laser goes through the plastic shell. And second, the extrinsic

11

calibration of the sensors in the spherical system is rather poor, as all
the sensors assume to sit inside the center of the sphere. Also note that
due to the challenges experienced using the infrared markers together
with the reflective shell of the sphere, we will explore alternative
methods of obtaining a ground-truth trajectory for these systems in
future work. Possible solutions might be an approach based on change-
detection using regular cameras, or utilizing more advanced offline

post-processing of the LIDAR measurements to refine the trajectory. The
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Fig. 18. Sliced birds-eye view of the resulting point-cloud after using point-to-point ICP with the Kalman-filter estimated trajectory as initial guess. The points are colored to
represent their distance to ground truth. The color spectrum at the bottom of the histogram serves as a legend. The mean point-to-point error according to the histogram is 8.92 cm.

latter approach sound especially useful if the trajectory of the LiDAR is
to be estimated, instead of the trajectory of the sphere center.

6. Conclusions

In this paper we addressed the problem of precise, real-time, and
onboard localization in 6-DoF for spherical mobile mapping systems.
Usually on these systems, the large angular velocities and constant
aggressive dynamics when rolling makes state-of-the-art approaches,
e.g. INS- or VIO-based solutions, more difficult. In our previous work,
we proposed the simple yet effective Delta-filter, which is able to do
real-time sensor fusion of an INS-with a VIO-based solution without
using covariances on a spherical mobile mapping system. In this work,
we refined our filter by implementing a Kalman-filter using heuristi-
cally estimated covariences. Our linear Kalman-filter design, similar
to the Delta-filter, filters the change of the state, instead of the state
itself. We implemented a linear motion model for rolling based on the
cross-product of the angular velocity vector with the normal vector.
The extensive analysis shows that these implementations have lead
to improvements regarding the quality of the pose estimation on our
spherical systems. Our new prototype (both are shown in Fig. 1)
equipped with a laser-scanner which is better suited for spherical
systems (360° horizontal FOV, 0 cm minimum scanning distance), com-
bined with the refined Kalman-filter pose estimations, allowed us to
create precise maps using a simple point-to-point ICP. Using this offline-
ICP, we estimate the mapping accuracy of the spherical mobile mapping
system to be 8.92cm. The mapping process with ICP was forward-
pass only, not utilizing future measurements, indicating that LiDAR
odometry at a low frequency is possible. Thus, implementing online
LiDAR odometry will be the next step in our future work to further
improve the pose estimation and mapping quality, working towards a
fully autonomous online SLAM. However, needlessly to say, a lot of
work remains to be done. In the future, we need to address a proper
extrinsic calibration for the sensors with respect to the spheres center to
further increase the accuracy. This will be the foundation for an accu-
rate motion distortion compensation algorithm for spherical systems.
Additionally, we should migrate our software to ROS2. Furthermore,
we need to measure the normal vector of the floor in real-time for the
motion model, and test this on slopes or uneven terrain. We also want
to experiment with more advanced Kalman-filter designs than just the
linear version, such as the extended or unscented Kalman-filter.
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