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Abstract— Light detection and ranging (lidar) sensors provide
accurate 3D point clouds for non-cooperative spacecraft pose
estimation. Several robust methods such as Iterative Closest Point
(ICP) exist to perform a local refinement of the pose starting
from an initial estimate. However, finding the initial pose of the
spacecraft is a global optimization problem which is challenging
to solve in real-time. This is especially true on space hardware
with limited computing power. In addition, many spacecrafts have
a shape with multiple symmetries, making an unambiguous initial
pose estimation impossible. This work introduces a Convolutional
Neural Network (CNN) based pose estimation method, accounting
for potential symmetries of the target satellite. The point clouds
are projected to a 2D depth image before being processed by
the network. To generate a sufficient amount of training data, a
lidar simulator integrating multiple effects such as reflections or
laser beam divergence is developed. While being trained solely on
synthetic point clouds, the pose estimation method shows to be
precise, efficient and reliable when evaluated on real point clouds
taken at a hardware-in-the-loop rendezvous test facility. A runtime
evaluation on potential space computing hardware is also performed
to demonstrate the applicability of the method to real-time onboard
pose estimation.
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I. INTRODUCTION

SPACE rendezvous technology is a component of
many modern missions aiming to perform in-orbit main-
tenance of space infrastructure. Such missions involve
in-orbit refueling and robotic operations [1], lifetime
extension [2], inspection of a damaged or unknown object
[3], or active debris removal [4]. In all these cases,
an active satellite, the chaser, needs to autonomously
navigate towards an inactive or damaged target satellite.

In close range, at a distance below hundred meters to
the target, precise relative navigation becomes necessary
to perform proximity operations. It implies the estima-
tion of the relative position and attitude (pose) of the
target satellite through the use of electro-optical sensors
embarked on the chaser. If visual cameras are used for
relative pose estimation, they are affected by the strongly
varying illumination conditions in orbit, such as frequent
day / night eclipses, Sun blindings or reflections on the
target, and Earth albedo [5]. On the contrary, active sen-
sors such as light detection and ranging (lidar) or Time-
of-Flight (ToF) cameras are less affected by the external
conditions, so that they can provide measurements of the
target over a complete orbit. While ToF cameras using a
modulated light source are limited to maximum working
ranges around 10 m [6], [7], direct ToF sensors, also
known as flash lidars, can achieve ranges in the order
of kilometers [8], [9], [10]. Likewise, existing scanning
lidars can operate in space up to a few kilometers distance
[2].

A lidar produces a 3D point cloud which can be
used for pose estimation [11], [12], [13], [6], [14]. It is
assumed that a 3D model of the target satellite is known.
This model is either available prior to the mission, or
is the result of an inspection flight around the target in
a previous phase. The alignment of the recorded point
clouds with the model of the target satellite is usually
split into two steps [15]: First, a pose initialization method
provides an initial estimate of the relative pose. Second,
this pose is refined using a local optimization method such
as Iterative Closest Point (ICP) [16]. In most cases, the
initialization is only performed once. For all subsequent
point clouds, the previous estimate is used as an initial
estimate [17]. Yet re-initialization is also possible in case
of a failure, or if the target was outside the sensor’s field
of view for some time.

While pose refinement or tracking is a local optimiza-
tion method which is solved using gradient-based meth-
ods, pose initialization is a global optimization problem,
where the search space consists of all poses. Therefore,
finding an initial estimate of the spacecraft’s pose in
real-time is challenging, especially when using space
onboard computers. Due to radiation-hardening, power
and thermal constraints, these devices typically have much
less computing power than what is used on ground [18],
[19]. Another difficulty comes from the fact that many
spacecrafts consist of simple shapes presenting symme-
tries. With a symmetrical target, it might not be feasible
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to decide between the different attitude candidates for the
relative pose.

This work introduces an efficient Convolutional Neu-
ral Network (CNN)-based pose estimation architecture,
additionally taking into account potential symmetries of
the target. The main contributions are:

• A pipeline for non-cooperative pose estimation, by
projecting lidar point clouds to depth images prior
to performing CNN-aided pose estimation,

• A flexible formulation of the attitude constraint in
case of a symmetrical spacecraft,

• The development of a high-fidelity lidar simulator
for extensive training on synthetic data only,

• An evaluation on real lidar data taken at a hardware-
in-the-loop facility,

• The demonstration of the onboard capability of the
method by evaluation on possible space computing
hardware.

The remainder of this paper is organized as follows:
Section II reviews the state-of-the-art, while the pose
estimation architecture is detailed in Section III. The
lidar simulator as well as the datasets used for training
and evaluation are presented in Section IV. Section V
discusses the results of the method on lidar data taken
at a hardware-in-the-loop facility, as well as the results
of the evaluation on space computing hardware. Finally,
Section VI concludes the paper.

II. RELATED WORK

One type of methods for pose estimation are feature
based. When using visual cameras, feature based methods
rely on the extraction and matching of features on the im-
age, before usually retrieving 2D to 3D correspondences
via a Perspective-n-Point (PnP) method [20], [21]. Feature
descriptors also exist for 3D point clouds, and have been
used to provide an initial pose estimate before performing
ICP refinement [11]. Yet hand-crafted feature descriptors
do not necessarily generalize well to different data such
as sparser or noisier point clouds [22]. A stereo and a
ToF camera can be combined in a hybrid approach [23].
The authors suggest to first extract feature points on the
stereo camera images, and match them making additional
use of the depth information gathered by the ToF sensor.
Pose refinement is then performed by means of ICP on
the point cloud.

Alternatively, polygonal matching techniques have
been tested for pose acquisition. The principle is to select
points from the point clouds forming polygons respecting
certain properties, such as congruence or coplanarity.
Polygons with similar properties between the two point
clouds are matched, before applying a Random Sample
Consensus (RANSAC)-based voting scheme. Such an
algorithm was used to test the TriDAR system embarked
onboard the Discovery Shuttle [12]. For efficient match-
ing, the database of polygons from the 3D model of the
spacecraft is built online, and correspondences between

the model and target point cloud are retrieved via a
hash map. A similar algorithm for extracting congruent
tetrahedrons is proposed and tested on sparse synthetic
point clouds [13], but it is unclear how the method gen-
eralizes to different target shapes. Instead of polygons, it
is possible to match oriented point pairs using a geometric
descriptor, a hash table and a voting scheme for efficient
matching [24]. Such an algorithm was applied to pose
initialization of a spacecraft using a ToF camera [7].

The alignment of two point clouds is a global opti-
mization problem. Hence, methods for global optimiza-
tion such as global branch and bound ICP (Go-ICP) [25]
have been suggested for pose acquisition of a spacecraft
using ToF cameras [6]. However, these methods are not
applicable in real-time [25]. For pose refinement, ICP
or one of its variants is most commonly used [15].
Recently, an alternative pose refinement method based on
a variant of the Normal Distribution Transform (NDT)
algorithm [26] has been introduced for efficient tracking
of a spacecraft [17]. Hybrid methods or sensor setups
can also be used for tracking. In [27], the amplitude and
depth image of a ToF camera are processed separately and
fused into a single estimate. The method is validated in
hardware-in-the-loop experiments. [28] introduces a pose
estimation method based on a fusion of two point clouds
originating from different sources, a Kinect and a lidar.
The tracking result can also be used for estimating the
inertia parameters of the target in case they are unknown
[29].

For pose acquisition without hand-crafted features or
polygons, a template matching method has been proposed
[14]. The principle is to discretize the attitude space,
and to build offline a database of model point clouds
corresponding to each discrete attitude. During online
matching, the current point cloud is compared to the
database with the ICP metric to retrieve the most likely
attitude candidate. In spite of an acceleration proposed
by discarding templates which have a different distribu-
tion of points than the current point cloud, the method
is computationally expensive. In follow-up work [30],
Principal Component Analysis (PCA) is performed to
first determine the main axis of the spacecraft in case
of an elongated target. Thereafter, the roll angle around
the principal axis is found by matching the point cloud
with a database of templates computed online. To achieve
real-time capability, a variant of the template matching
algorithm is introduced, in which the 3D point clouds are
projected to 2D binary silhouette images [31]. Silhouette
images are correlated with each other using a binary
similarity metric, thus avoiding the expensive nearest
neighbor search required in 3D. In spite of its efficiency,
the method exhibits a success rate of 60 % to 90 % on
synthetic point clouds.

In recent years, the attention has shifted to the use of
neural networks and in particular CNNs for camera based
pose estimation of spacecrafts [5]. Using visual cameras,
a first step is to crop the part of the image containing
the spacecraft, before applying a second CNN to extract
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Fig. 1: Architecture of the pose initialization strategy.

feature points and match them to the model using a
PnP scheme [32]. Alternatively, single stage approaches
consisting in directly extracting the features on the com-
plete image have been proposed [33]. To enable faster
inference time compatible with real-time applications,
neural network based pose estimation is implemented on
a Field Programmable Gate Array (FPGA) [34]. Another
possibility is to use lightweight CNN architectures such
as MobileNetV2 [35], which show real-time capability on
flight computing hardware for pose estimation tasks [36].
Instead of using CNNs for feature extraction, direct pose
estimation methods have been proposed [37], [38]. They
rely on multiple prediction heads to estimate the position
as well as the attitude by discretizing the attitude space
and performing a soft attitude classification, for which
the attitude labels have continuous probability values.
Recently, a multiple purpose neural network based on
EfficientNet [39] combined with a second bi-directional
network was introduced for pose estimation, background
segmentation and feature detection [40].

A crucial point when training neural networks is
the quantity and quality of the training data. For image
based spacecraft pose estimation, several synthetic or
hybrid datasets have been published [41], [38], [33], [42].
When training on synthetic data, a performance gap once
the models are evaluated on real data is observed, an
issue known as “domain gap”. Hence, data augmentation
techniques as well as domain randomization approaches
consisting in randomizing the properties of the target
spacecraft are used [43], [44]. Another possibility is to
perform online refinement of the network [40]. Many
spacecraft present symmetrical shapes, a possibility which
is only rarely accounted for [44]. If the pose estimation
method is not adapted for dealing with the symmetries,
the attitude error and ambiguity in the pose estimation
can be critical [42].

Specific neural network architectures have recently
been developed for point cloud data processing [45], [46],
but are not yet as advanced as their 2D counterparts. Due

to the efficiency and advancement of CNN architectures
for monocular vision, an alternative is to project 3D point
clouds to depth images for processing via a 2D CNN. By
projecting the point cloud in the three different directions
of space, a three-channels image is created, and passed
to a recurrent CNN for continuous pose estimation over
a sequence of point clouds [47]. Similarly, a CNN is
combined with a Recurrent Neural Network (RNN) for
continuous feature extraction and pose estimation of point
clouds projected to 2D images in the context of lunar
landing of a spacecraft [48]. However, these methods
require a Graphics Processing Unit (GPU) to run in real-
time.

Similar to our work, in [49], the point cloud of a non-
cooperative target acquired with a simulated ToF camera
is projected on a normalized depth image, before being
processed by a fully connected network, also called Mul-
tilayer Perceptron (MLP). The attitude estimate is then
passed to a second MLP to retrieve the relative position.
In contrast, we make use of a CNN for processing the
depth image in a single step, and use an attitude classifier
to handle symmetries of the target spacecraft.

III. POSE ESTIMATION ARCHITECTURE

In view of the advances and efficiency of modern CNN
architectures, and their growing utilization for camera
based pose estimation, this work proposes the use of an
efficient CNN backbone for lidar based pose estimation.
The different stages of the pose estimation pipeline are
summarized in Fig. 1. In a first step, the point cloud
is cropped and projected to a depth image, before being
passed to a CNN backbone with two prediction heads, one
for attitude estimation, and one for position estimation.

A. Depth image projection

1. Trimmed centroid estimation
The first step when a new 3D point cloud is received

is to compute its centroid, which will serve as a coarse

RENAUT ET AL.: CNN-BASED POSE ESTIMATION OF A NON-COOPERATIVE SPACECRAFT 3

This article has been accepted for publication in IEEE Transactions on Aerospace and Electronic Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAES.2024.3517574

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



first estimate of the position of the target’s center of
mass. Due to the high reflectivity of the materials which
usually compose the spacecraft such as solar panels
and golden Multilayer Insulation (MLI) sheets, the point
clouds present some artifacts or ghost reflections. For
eliminating these potential artifacts, a simple but robust
method is proposed. It consists in computing the trimmed
centroid, which is obtained by calculating the trimmed
mean of the point cloud coordinates along each axis. In
this work, a trimming factor of 25 % (interquartile mean)
is chosen.

Let’s consider a point cloud with N points pi =
(xi, yi, zi)

T for 1 ≤ i ≤ N . The first step is to sort
the coordinates of the points independently for each
dimension. There exists re-orderings σx, σy, σz such that
the coordinates are sorted in ascending order:

xσx(1) ≤ ... ≤ xσx(N) ,

yσy(1) ≤ ... ≤ yσx(N) ,

zσz(1) ≤ ... ≤ zσx(N) .

(1)

The trimmed centroid c, is obtained as the mean along
each coordinate after having discarded a certain fraction
corresponding to lowest and highest values. This enables
to filter out potential outliers. For a trimming factor of
25 %, the N/4 lowest and highest values are removed, so
that the trimmed centroid is

c =
2

N

3N/4∑
i=N/4+1

xσx(i)

yσy(i)

zσz(i)

 . (2)

2. Region of interest projection
A Region Of Interest (ROI) is selected around the

centroid c. It consists of a 3D bounding box aligned with
the axes of the sensor. The size of this bounding box
should be large enough to contain the whole spacecraft
and leave room for errors on the centroid estimation.
All points outside the ROI are discarded for further
processing, so that this method enables to remove first
outliers. In addition, setting the bounding box ensures
that the region to be projected always has the same size,
independently of the distance of the target to the sensor.

Given the size of the bounding box l, a point pi is
kept in the ROI is all three coordinates of (pi − c) are
within [−l/2, l/2]. The ROI is cube, and not, for example,
a sphere, because the point cloud will be projected on a
square image afterwards. Even though the target could
have a main dimension, the ROI has the same size in
each dimension because the orientation of the target is
unknown at this stage.

The point cloud is projected to a depth image using
a parallel projection along the sensor’s optical axis, as
schematically represented on Fig. 2. It is important to note
that this projection is not made using a pinhole camera
model. The optical axis of the lidar sensor is denoted by
z, so that the image plane on which the point cloud is
projected is (x, y).

For each point pi, the pixel to which it belongs is
directly identified by its coordinates (xi, yi) with respect

𝑐

𝑙

𝑦

𝑥

𝑧

lidar

Fig. 2: Parallel projection of a point cloud on the image
plane.

to the centroid coordinates (cx, cy) on the image plane.
Each pixel holds a depth value, which is obtained by
averaging the z coordinates of all points p1, ...,pnx,y

belonging to that pixel. Afterwards, the depth coordinate
of the centroid cz is subtracted to each depth value so
that the absolute distances to the sensor are replaced by
relative distances to the centroid. Finally, the depth values
are normalized to be in the range [0, 1]. The depth value
vx,y of pixel (x, y) is given by

vx,y =
1

nx,y

nx,y∑
i=1

(pi)z − cz + l/2

l
. (3)

This expression is only valid if nx,y > 0. If no points
belong to that pixel, the depth value is set to 0.

In accordance with the input resolution of many
CNNs, the resolution of the depth image is chosen to
be 224×224. Because each depth value is only computed
relatively to the centroid’s depth, the absolute position
information is removed from the depth image. In addition,
the parallel projection instead of a weak perspective
projection ensures that the shape of the depth image
does not depend on the absolute position of the target.
This enables to further decouple the position estimation
problem from the attitude estimation problem.

B. Position estimation

One output of the pose estimation is the relative posi-
tion of the target’s center of mass in the lidar coordinate
frame, p. Having estimated the centroid c of the point
cloud in the previous step, the remaining position shift to
estimate is

∆p = p− c . (4)

As illustrated on Fig. 1, one output of the CNN is the
estimation of this position shift, based only on the depth
image. While the image has been scaled in the projection
step to remove the absolute position information, it still
contains information about the position of the target with
respect to the centroid, which is located in the middle of
the image at a depth of 0.5.
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C. Attitude classification

1. Attitude sampling
The relative attitude of the target spacecraft in the lidar

coordinate frame is denoted by the rotation matrix R ∈
SO(3). Instead of directly estimating this attitude, a soft
attitude classification is performed by the CNN, similarly
to the work of [37], [38]. Hence, the attitude space has
to be sampled in distinct classes. For this sampling, the
roll (φ ∈ [0, 2π]), pitch (θ ∈ [−π/2, π/2]) and yaw (ψ ∈
[0, 2π]) angles of the target are defined such that

R = Rz(ψ)Ry(θ)Rx(φ) . (5)

If the three Euler angles are sampled uniformly, the
resulting distribution of attitudes is not uniform in the
attitude space, as illustrated on Fig. 3a. Some authors
propose alternative strategies such as random sampling
[37] or triangular mesh sampling [31]. We seek for a
simple and deterministic sampling strategy, and apply
spiral sampling as introduced in [50]. For a desired
number of samples ns on the unit sphere, the discrete
yaw and pitch values are{

ψk =
√
nsπ arcsin 2k−(ns−1)

ns

θk = arccos 2k−(ns−1)
ns

− π
2

, k = 0, ..., ns − 1 .

(6)
The roll φ is sampled uniformly in [0, 2π] with a step ∆α.
The result of such a sampling is presented on Fig. 3b.

(a) (b)

Fig. 3: Distribution of points on the half-sphere for (a)
naive uniform sampling of pitch and yaw angles, or (b)
the spiral sampling strategy.

In order to get a uniform sampling in the attitude
space, given the desired angular resolution of the sampling
∆α, the number of points to take on the sphere is

ns = b 4π

∆α2
c , (7)

where b·c represents the integer part of a real number.

2. Soft classification in the non-symmetric case
In a first step, the case of a spacecraft without

symmetries is analyzed to introduce notations for the
labeling. The sampling of the attitude space with a step
∆α produces M attitude classes R1, ..., RM . Rather than

a one-hot representation, an attitude R is encoded by a
soft labels vector

L(R) =

 l1
...
lM

 , (8)

where

li = K exp

(
−d(R,Ri)

2

2σ2

)
, (9)

and K is set such that
∑M

i=1 li = 1. A high value li
indicates that the attitude R is close to Ri. This definition
is similar to Proença and Gao [38], but with a different
standard deviation σ. We set σ proportional to the angular
resolution of the sampling ∆α, such that 3σ = 2∆α.

Equations (8) and (9) enable to encode an attitude
matrix R into a labels vector L. In a second step, a
decoding function should compute a rotation matrix R̃
from a labels vector L. The decoding function is denoted
by Γ. A naive idea would be to assume that the attitude
matrix can be estimated as the weighted average of
the attitude samples R1, ..., RM weighted by the labels
l1, ..., lM . However, the result

∑M
i=1 liRi is of course not

a valid rotation matrix. Therefore, a solution consists in
enforcing this matrix to be a valid rotation matrix by
projecting it on the attitude space SO(3), similarly to [37].

Consider a 3 × 3 matrix M with Singular Value
Decomposition (SVD) M = UΣV T . The orthogonal
projection of this matrix on the rotation group SO(3) is

Proj(M) = UV T . (10)

Hence, the decoding function is

R̃ = Γ(l1, ..., lM ) = Proj(

M∑
i=1

liRi) . (11)

3. Justification of the choice of the labeling function
Ideally, L would be the exact inverse of Γ, meaning

Γ−1 = L. This does not hold, but the error of the
transformation chain is small. We will here present a short
experimental justification of this choice of the labeling
function and of the standard deviation σ. Two strategies
are compared for defining L, the linear weighting strategy
presented by Sharma and D’Amico [37], and the expo-
nential weighting of (9).

We are interested in the magnitude of the error of the
transformation chain when converting an attitude R to
a labels vector, and then back to an attitude matrix. To
measure the error, we introduce the usual angular distance
function d between two rotations R,Q ∈ SO(3). It is
defined by

d(R,Q) = arccos

(
tr (RTQ)− 1

2

)
. (12)

The result of the transformation chain is R̃ = Γ(L(R)),
while the original rotation matrix is R. The transformation
error is hence defined by

εtrafo(R) = d(R, R̃) . (13)
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Using a Monte-Carlo approach, random attitudes R
are generated, before the mean angular error of the
transformation chain is computed. The results of this
experimentation are presented in Fig. 4. The Monte-
Carlo evaluation highlights that for all evaluated angular
resolutions of the sampling ∆α, exponential weights are
a better approximation of Γ−1 than linear weights. In
addition, a standard deviation close to σ = 2

3∆α leads
to a consistently low error of the transformation εtrafo for
all sampling resolutions ∆α.
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Fig. 4: Monte-Carlo evaluation of the mean angular error
εtrafo(R) for different labeling strategies and different
angular resolutions ∆α of the attitude sampling. Each data
point was generated with 10,000 random attitudes.

For example, on Fig. 4, for a resolution ∆α = 20 deg,
the encoding function using σ = 2

3∆α has the lowest
error. The mean value of the angular error εtrafo is 0.18 deg,
and the standard deviation of this error 0.10 deg.

4. Symmetries of the considered spacecraft
Multiple spacecrafts have a simple shape presenting

possible symmetries, making an unambiguous estimation
of the relative attitude impossible. Therefore, the objective
of the attitude estimation will be to estimate the attitude
modulo the symmetries of the spacecraft. In the case con-
sidered on Fig. 5, for each orientation of the target, three
attitude candidates are considered equivalently. Indeed,
the main body of the spacecraft has a hexagonal shape,
but the three small bars on the edges of this hexagon are
distinctive features which enable to reduce the number of
symmetrical cases. This paper will discuss the handling
of symmetries in this specific case, yet the proposed
method is applicable to any finite number of symmetries,
including a spacecraft without symmetries.

If Q(1), Q(2), Q(3) are the three rotations which equiv-
alently represent the attitude Q of the symmetrical space-
craft, the distance function is modified to account for the
symmetries

dsym(R,Q) = min(d(R,Q(1)), d(R,Q(2)), d(R,Q(3))) .
(14)

Fig. 5: Symmetries of the hexagonal spacecraft mockup
at European Proximity Operations Simulator (EPOS).
A rotation around the roll axis by ± 120 deg leaves
the spacecraft nearly unchanged. Image adapted from:
German Aerospace Center (DLR).

The objective is to minimize the distance dsym between
the true attitude and the estimation.

Because the symmetry is located on the roll axis (Fig.
5), restricting the roll angle φ of the estimation to [0, 2π3 ]
instead of [0, 2π] enables to represent all attitudes without
the symmetric redundancies. After removing all attitude
classes amongst R1, ..., RM which have a roll angle
outside [0, 2π3 ], the number of classes in the symmetric
case is divided by three and becomes m = M/3.

5. Soft classification accounting for symmetries
Having filtered out redundant attitude classes, the sam-

pling consists of R1, ..., Rm. To ensure a correct labeling
accounting for symmetric equivalents, the soft labeling
function (9) becomes Lsym such that for i = 1, ...,m

(Lsym(R))i = Ksym exp

(
−dsym(R,Ri)

2

2σ2

)
, (15)

where Ksym is the scaling constant.
The inverse function Γ is also modified to Γsym

considering two observations: First, the weighted sum
(11) fails to take a hard decision in the case where two
or more attitudes are plausible but distant from each
other. In the extreme case, if two very different classes
have a weight of 0.5, the resulting estimation will be
in between, which is certainly not the correct result.
Thus the proposed strategy consists in first finding the
index imax ∈ {1, ...,m} corresponding to the maximum
weight, before only the attitude classes which are below
an angular distance ∆β to the maximum weighted attitude
class Rimax are kept. Considering the hexagonal shape
of the spacecraft (Fig. 5), attitudes which only differ by
a roll angle of ±60 deg from the correct attitude might
also have important weights because they are plausible
candidates. To filter out these erroneous classifications,
∆β was set to 50 deg. One limitation of this method is
that it takes a hard decision based only on the maximum
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weight label, and not on the overall weight distribution
around an attitude candidate.

In addition, two attitude classes Ri and Rj might be
distant according to the classical distance function (12)
but close according to the symmetric distance function
(14). Hence, when adding a class in the weighted sum,
care has to be taken to replace this attitude class Rj by the
one of its symmetric equivalents R(1)

j , R
(2)
j , R

(3)
j which

is closest to Rimax
. The complete procedure to obtain an

attitude estimation from a soft labels vector is summarized
in Algorithm 1.

Algorithm 1 Attitude estimation from weights in case of
symmetries

Require: Attitude classes R1, ..., Rm, threshold ∆β.
function Γsym(l1, ..., lm)

Set imax such that ∀i, limax
≥ li.

J ← {i ∈ {1, ...,m} | dsym(Ri, Rimax
) < ∆β}.

for all j ∈ J do
Compute symmetric attitudes R(1)

j , R
(2)
j , R

(3)
j .

Set kj ∈ {1, 2, 3} such that
d(Rimax

, R
(kj)
j ) = dsym(Rimax

, Rj).
return Proj(

∑
j∈J ljR

(kj)
j ).

D. CNN architecture

The CNN architecture is based on a MobileNetV3-
Large [51] backbone. After a global average pooling
and a batch normalization network, the output of this
CNN architecture is a feature vector of size 960. This
feature vector is then passed to a double prediction head,
as shown on Fig. 1. The first prediction head for soft
attitude labeling is a fully connected layer which reduces
the feature vector to the number m of attitude classes.
“Softmax” is finally applied to this layer to ensure a scaled
output. The second prediction head consists of two fully
connected layers of size 128 and 3 to predict the position
shift. In order to ensure a result within the bounding box,
so in [−l/2, l/2], the tanh activation function is applied
to scale the output, before the result is multiplied by l/2.

During training, a dropout layer with a rate of 0.2 is
added between the CNN feature vector output and the
prediction heads for regularization. The MobileNetV3-
Large backbone is initialized with weights obtained by
training on the ImageNet dataset [52], which shortens the
learning duration and improves the end accuracy com-
pared to setting random initial weights. Yet the networks
have to be fully retrained, and no direct transfer learning
is possible due to the difference in the nature of the
problems and of the type input data, namely depth images
instead of RGB images. The only exception concerns
the batch normalization layers, which were maintained
constant during the training and not modified, following
the recommendation of [53]. Indeed, trying to re-train the
batch normalization layers leads to very unstable training.

Because the objective is to minimize the distance
between the estimated position and the true position, the
mean squared error loss is chosen for the position esti-
mation. For the attitude, the cross entropy loss commonly
used in classification tasks is used. The resulting loss
function of the network is a weighted sum of the cost of
the position estimation and of the attitude classification,
with a weighting factor λ. If (l̄1, ..., l̄m) and ∆p̄ are the
true labels and position shift, and (l1, ..., lm) and ∆p are
the network’s predictions, the loss is

loss = −
m∑
i=1

l̄i log li + λ
||∆p̄−∆p||2

3
. (16)

While the attitude of the input pose takes continuous
values in the attitude space, the attitude predicted by
the proposed architecture is discontinuous. Indeed, the
strategy to avoid symmetric ambiguities in the predicted
attitude leads to a prediction with a roll angle constrained
to [0, 2π/3]. This means that the output is discontinuous
in the attitude space. Yet the labeling function Lsym is
continuous, so that the function that the CNN has to learn,
as well as the loss, are continuous. This continuity is
essential to facilitate the training process of the network
and ensure good results. One strength of the proposed
architecture resides in isolating the symmetry-induced
discontinuities of the attitude prediction function in the
last part of the computation, namely the function Γsym
which transforms the continuous labels into a discontin-
uous attitude estimate.

E. Pose refinement

The pose estimation architecture provides an initial
estimate, which is refined in a second step using a local
optimization method. For this step, the 3D source point
cloud is compared to a reference point cloud created
from the 3D model of the target satellite. Instead of
applying ICP, we propose the use of a robust and efficient
registration method based on the NDT algorithm that we
introduced in [17]. We showed that for this use case,
this modified NDT algorithm exhibits better precision and
robustness than ICP, alongside with an acceleration of the
runtime by approximately a factor 5.

IV. DATASETS

A. High-fidelity lidar simulator

Neural networks are very powerful tools in computer
vision tasks. They rely on important amount of data in
order to be trained properly, and to be able to gener-
alize to unseen data. In order to develop new methods
quickly with sufficient data, and because real datasets are
usually not available prior to the mission, the proposed
approached is to train the dataset solely on simulated data.
To bridge the “domain gap” between real and simulated
data, the use of a physically accurate lidar simulator is
essential.
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The lidar sensor considered in this work is a scanning
lidar. Several effects are relevant when simulating a
scanning lidar for space rendezvous applications. Next to
range and angular errors of the scanner, a first type of
noise which affects the quality of real point clouds is the
effect of the laser’s beam divergence. Because the beam
is not perfectly directional, erroneous points appear on
the point clouds at the edge of some surfaces. This effect
is observed on lidar scans taken by the Livox® Mid-40
sensor at the EPOS facility, as shown on Fig. 6b: All
points between the tip of the satellite’s tower (in red) and
the planar surface coated with MLI (in green) are artifacts
produced by the laser’s beam divergence.

(a) (b)

(c) (d)

Fig. 6: Real point cloud taken by the Livox® Mid-40 at
EPOS: (a) Front view (b) Side view.
Point cloud generated by the lidar simulator: (c) Front
view (d) Side view. Warm colors indicate a closer distance
to the sensor.

The materials composing a satellite (solar panels,
MLI) have a high reflectivity. Hence, while reflections are
often neglected in lidar simulators, they are important for
space applications. This is particularly visible on Fig. 6a,
where the blue “hole” in the middle of the green region
is a reflection of the tip of the satellite on the planar
surface of the satellite covered with MLI. Finally, because
the target spacecraft might be tumbling with an angular
rate which is important compared to the low scanning
frequency of the sensor, lidar point clouds show motion
blur [17].

Several lidar simulators are openly available [54],
[55], [56], yet they are often designed for airborne or
terrestrial applications. None of them includes all the
previously listed effects which are relevant for space
applications. Woods and Christian [57] developed a lidar

simulator specifically for spacecraft pose estimation, but it
only includes basic noise modelling. Therefore, a custom
lidar simulator for spacecraft pose estimation tasks has
been developed for this work, and implemented in C++.
It aims at being efficient while physically accurate to
represent the main effects observed on real point clouds,
as illustrated on Fig. 6.

The lidar simulator is developed in a generic way to
be able to implement different scan patterns. Because a
Livox® Mid-40 lidar with a non-repetitive rosette scan
pattern is used in the hardware-in-the-loop experiments,
the same scan pattern was reproduced in the simulator
based on the modelization of [58]. In a first step, ray
casting is implemented to compute the intersection of
each ray with the target. The target is represented as a
uniform triangular mesh which is obtained from standard
3D processing tools. It is stored in a k-d tree structure for
fast querying of portions of the scene, and the intersection
is retrieved by efficient computation of the ray-box and
ray-triangle intersections [59], [60].

For modeling the reflected intensity of the laser on
a surface, the Phong model [61] adapted to the problem
of lidar scanning is used [62]. Each surface is described
by two values, a specular reflectivity ks, and a specu-
lar exponent η. The corresponding diffuse coefficient is
kd = 1− ks. We consider an incident ray emitted from a
distance r with an incidence angle θ and an intensity II .
The angle between the reflected ray and the observer is
α. The intensity viewed by an observer is

Ir =
II
r2

(kd cos(θ) + (1− kd) cosη(α)) . (17)

For a lidar, when considering no reflection effects, the
receiver is located at the same position as the emitter,
so that α = 2θ. However, additional reflections in other
directions should be considered, as they are observable on
real data. A rigorous modeling of the reflections would
include a ray tracing strategy to follow the path of each
possible reflection of a ray, before they finally reach the
emitter again. To simplify the model and allow for fast
computation on a Central Processing Unit (CPU), only a
single reflected ray is computed per incoming ray, with a
direction chosen at random within the potential reflection
cone. This is a strong simplification, but still enables to
observe reflection induced artifacts on the simulated point
clouds (Fig. 6c).

In detail, for highly reflective surfaces (η >> 1 and
ks ≈ 1), the intensity distribution around the reflected
ray (close to α = 0) approximates to Ir ≈ 1 − ηα

2

2 .
Therefore, strongly reflected intensities will be within the
reflection cone defined by α ∈ [0,

√
2
η ]. In addition to the

direct backscattered ray, a reflected ray is computed with
a random direction within this reflection cone. This ray
is then propagated until it hits the next surface, before
being propagated the same way back until the emitter,
accounting for intensity attenuation at each surface re-
flection. The emitter receives two echos with different
intensities, one from the direct backscattered ray, and one
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from the reflected ray which is further away. The depth
measure for this ray corresponds to the intensity weighted
average of these two distances.

Next to the material properties, the ray properties
are also modeled. To simulate beam divergence, a beam
is represented by an aggregation of several rays which
lightly diverge from the center. The angle β of the beam
divergence is defined as the angle for which the intensity
reaches only 1

e2 of the intensity along the main direction.
It is β = 0.28 deg in the specifications of the Livox®

Mid-40. Therefore, the intensity of a ray diverging by an
angle γ from the main direction is

I(γ) = I0 exp(−2γ2

β2
) , (18)

where I0 is the maximum intensity.
This approach and the intensity modeling is similar

to [56], but instead of uniform sampling of the rays
around the main direction, random sampling is chosen
to achieve a similar result with less rays (only five) for
maintaining efficiency. The diverged rays are randomly
selected such that the angular divergence γ with respect
to the main direction follows a uniform distribution in
the interval [0, β]. The return intensity and depth value
of each diverged ray is first computed according to
the logic presented previously, accounting for material
properties and potential reflections. The intensity value
is further attenuated according to (18), due to the ray’s
divergence angle. Afterwards, the resulting depth value of
the whole beam is obtained as the intensity-weighted sum
of the depth obtained for each of the five rays. With this
modeling, simulated point clouds (Fig. 6d) present similar
beam divergence artifacts than the real point clouds.

A range error with a standard deviation of 2 cm is fur-
ther added according to the sensor’s specification. Finally,
motion blur is modeled to reproduce the deformation of
the point cloud due to the sensor’s relative motion. The
motion blur model assumes a constant relative velocity
and angular velocity of the target during the scan.

B. Synthetic dataset

The lidar simulator is used to generate a synthetic
point cloud dataset of the German Orbital Servicing
Mission (DEOS) target satellite. A 3D model of the
target is used as input to the simulator. Because the exact
reflectivity properties of the materials on the satellite are
unknown, a domain randomization approach is adopted in
this work: The properties of each material are chosen at
random within a certain range, so that for each simulated
point cloud, the reflectivity properties of the target are
slightly different. The materials of the considered space-
craft can be roughly divided in three categories: Structural
elements, solar panels and golden MLI. The value range
of the material properties was partly guided by previous
studies [63], but also set empirically. Table I summarizes
the range of values chosen for each type of material.

The integration time of the sensor is variable as well,
so that the point clouds have different densities. Because

TABLE I: Range of material properties used in the lidar
simulator. kd is the diffuse coefficient, chosen randomly
with a logarithmic scale. η is the specular exponent.

material kd η

structure [0.1, 1] [0.5, 5]
solar panel [1e-2, 1e-1] [5, 20]

MLI [1e-3, 1e-2] [25, 75]

of the variable integration time and the non-repetitive
scan-pattern starting at a random initial state, the scan
pattern for each point cloud is slightly different.

For this dataset, the distance of the target to the
sensor is chosen randomly between 2.5 m and 20 m. At
these distances, estimating the full pose of the target
instead of just the relative position becomes necessary
in a rendezvous mission. The position of the target in
the field of view as well as the relative attitude are
also randomized, as are the relative velocity and angular
velocity, which are bounded to maximally 3 cm/s and
5 deg/s. The resulting synthetic dataset consists of half
a million point clouds, and is split according to the
80 %-20 % rule in a training set synthetic train, and a
validation set synthetic val. Increasing the size of the
dataset consistently increases the performance of the CNN
on unseen data, until a certain point where it has no effect
anymore, when the size is close to half a million.

In addition to the domain randomization on the syn-
thetic point cloud dataset, data augmentation is applied
to the depth images during training to prevent over-
fitting. The first type of data augmentation consists in
distorting the image (Fig. 7b), and enables to compensate
for eventual errors between the 3D model of the target
used for training and the real shape of the satellite. The
other data augmentation layers were developed in this
work specifically for depth images, and enable to further
increase the robustness of the method. They consist of
randomly overlaying black patches to mask some parts
of the depth image (Fig. 7c), or adding points as well as
erroneous surfaces on the depth image (Fig. 7d).

C. Hardware-in-the-loop dataset

Several datasets were collected at the hardware-in-
the-loop test facility EPOS [64], located at the German
Space Operations Center (GSOC) in Oberpfaffenhofen.
The EPOS facility consists of two robotic arms, each
representing one satellite. The first robotic arm, on the
right on Fig. 8, carries a mockup of the DEOS satellite
made of the real components, such as solar panels and
MLI. The second robot, on the left on Fig. 8, carries the
sensors of the chaser satellite, and additionally translates
on a linear rail to reproduce relative distances to the target
up to 25 m. The robotic facility is coupled to a dynamics
simulator to reproduce space dynamics in real time, and
the chaser can be commanded by a Guidance, Navigation
and Control (GNC) system in closed loop.
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(a) (b)

(c) (d)

Fig. 7: Data augmentation: (a) Original depth image (b)
Distorted image (c) Addition of a black patch (d) Addition
of noise and a surface patch.

Fig. 8: Picture of the EPOS facility. A mockup of the
DEOS target satellite is mounted on the right robot, while
the robot on the left carries sensors of the chaser satellite.
Image source: DLR.

The experiments were performed with a Livox® Mid-
40 lidar from the automotive domain. Its overall char-
acteristics are similar to what could be expected from a
space qualified lidar, except for the very high scan rate of
the sensor with 100,000 points/s. Yet, because it has a fix
field-of-view close to 40 deg, most of the rays do not hit
the target. All the points which belong to the background
of the facility (floor, walls, robotic arm, ceiling) are
removed before processing. The integration time of the
lidar is set to be adaptive, so that after removing the points
belonging to the background, each point cloud contains
around 10,000 points, independently of the distance to
the target. This behavior replicates the one of a space

lidar with an adaptive field of view, which would capture
approximately the same number of points on the target
independently of the distance. Four point cloud datasets
were collected for evaluating the pose estimation method,
they are presented in Table. II. For comparing with the
performance on synthetic data, a second small synthetic
test dataset was generated with the lidar simulator, and is
named synthetic test.

TABLE II: Characteristics of the test datasets. Four of
them are taken at EPOS and one is synthetic.

dataset target number of attitude space
name distance point clouds coverage

epos 5m 5 m 3976 10.8 %
epos 10m 10 m 1781 12.0 %
epos 15m 15 m 1253 9.9 %
epos 20m 20 m 1638 11.8 %

synthetic test 2.5 m - 20 m 10,000 100 %

While it is possible to simulate all attitudes with
the lidar simulator, this cannot be reproduced at EPOS.
The facility is bound to physical constraints due to the
large size of the DEOS satellite. The mockup can be
rotated around its axis, towards both sides and “up”
until approximately 45 deg, but not more. Therefore, the
datasets recorded at EPOS do not cover the whole range of
possible relative attitudes, as presented in the last column
of Table. II. The attitude space coverage is computed as
the fraction of attitude samples which are represented in
the point cloud dataset, with respect to the total number
of attitude samples.

V. RESULTS

A. Success criteria

To determine the proportion of estimates which are
correct, thresholds in form of a maximum error in the
position and attitude estimation are defined. The maxi-
mum acceptable error in the estimation of the position
of the target’s center of mass is set to 15 cm. If R is
the estimated attitude and R̄ the ground truth, the attitude
error is measured as dsym(R, R̄). For defining success,
the upper threshold on the attitude error is set to 5 deg.

The criteria of 15 cm and 5 deg enable to retain only
pose estimates which are sufficiently precise to allow for
tracking the target over consecutive point clouds. These
requirements are in line with typical requirements on the
precision of a GNC system for rendezvous operations:
For docking with another spacecraft, Fehse [65] defines
requirements on the navigation accuracy of 1 % of the
relative distance and 1 deg, but states that these tolerances
can be multiplied by a factor 5 in case of a robotic
capture (berthing). Similarly, for the design study of
the “e.Deorbit” mission [66], the initial tolerance on the
spacecraft attitude estimation is of 5 deg, before being
reduced to 2 deg and 5 cm for the robotic capture phase.
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B. Parameter variations of the network

The CNN is trained to minimize its result on the
cost function using the Adam optimizer [67] with an
initial learning rate of 10−4. Training is performed on
the synthetic dataset synthetic train with a number of
epochs (number of times the complete dataset is seen by
the network) set to 35. The weighting parameter λ of the
loss function can be tuned. Small values of λ focus the
optimization on the precision of the attitude estimation,
while high values of λ lead to a more precise position
estimation. When testing values of λ in the range [1, 20],
a good compromise is found to be λ = 10, which will be
used for the rest of the evaluations.

Another parameter to be tuned is the angular reso-
lution of the attitude sampling ∆α, which determines
the number of attitude classes m. To select a good
angular resolution, the network is trained for multiple
values of ∆α. For this first evaluation, the training is
performed without using data augmentation. The results
when evaluating the network on the synthetic test dataset
are presented on Fig. 9.
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Fig. 9: Success rate of the network trained without data
augmentation for different angular resolutions ∆α, when
evaluated on the synthetic test dataset. The success rate
is evaluated after the pose refinement step. Additionally,
the gray line shows the number of attitude classes m for
each angular resolution.

The results of the angular resolution variation show
that the precision of the pose estimation method initially
increases when the resolution of the sampling decreases
from 30 deg to 20 deg. Past this point, the network starts
to overfit when the number of attitude classes further
increases and the resolution is reduced to 15 deg. The
number of attitude classes for each attitude sampling,
represented in gray on Fig. 9, is proportional to 1/(∆α)3.
Based on this evaluation, the angular resolution is set to
∆α = 20 deg in the following. The corresponding number
of attitude classes is m = 618.

The smoothed NDT algorithm used for the refinement
step [17] uses following parameters: Both the cell size of
the NDT grid, and the maximum point-to-cell distance,

are set to 7.5 cm. In a pre-processing step, the point cloud
is down-sampled with a voxel grid filter of resolution
2 cm. The iterative algorithm terminates when the incre-
ment is below 1 mm and 0.05 deg, or when the number
of iterations reaches 30.

C. Results on test datasets

Having fixed the network, it is trained on the full
synthetic training set with data augmentation. The method
is then evaluated on the real point cloud datasets taken at
EPOS, as well as on the synthetic test set for comparison.
The detailed results of the pose estimation before and after
the refinement step when evaluated on the test datasets are
presented in Table. III.

On all test datasets, the success rate of the pose
initialization before the refinement step is above 91 %.
The NDT pose refinement helps to correct initial estimates
and improve the overall precision of the method. After
refinement, the success rate increases to above 96 % for
all datasets. The refinement step also adds an important
gain in the angular precision of the pose estimation: After
refinement, the average angular error on each of the four
EPOS datasets is below 1 deg in case of success. The
average position errors on the EPOS datasets are in the
range 5-8 cm.

While the refinement step increases the success rate,
the mean error of the position estimation slightly increases
after refinement. At the same time, the standard of this
error decreases. The refined position estimation is less
precise in average but a more consistent estimator than the
initial guess. This might indicate some systematic biases
in the position estimation. The precision of the position
estimation is limited by errors originating from the test
environment (calibration and sensor errors), as well as by
discrepancies between the 3D model of the target used
for NDT matching and the real mockup installed at the
facility.

An interesting point is that the performance of the
pose estimation on the EPOS datasets decreases with the
distance of the chaser to the target: While the success
rate is of 99.9 % at 20 m, it is only of 96.2 % at 5 m
distance, even though the network was trained for point
clouds simulated at distances sampled uniformly in the
range 2.5-20 m. This is due to the effect of the scanning
pattern of the Livox® Mid-40, which scans more points
in the middle of the field of view, and less on the sides.
Therefore, in close range, areas of the target which are
not in the center of the field of view will be scanned
more sparsely, as illustrated on Fig. 10. This leads to
fewer details being visible on the point cloud for pose
estimation. This effect at short distances is a consequence
of setting the lidar integration time to be adaptive, so that
all point clouds contain approximately the same number
of points, independently of the target’s distance to the
sensor.

Overall, on the four joint EPOS datasets, the success
rate of the pose estimation is of 97.9 %, with an aver-
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TABLE III: Results of the pose estimation on the test datasets before and after the refinement step. Values for the
position and angular errors are shown as mean ± standard deviation. These are computed based on the successful
estimates only. The dataset epos overall represents the four aggregated EPOS datasets.

dataset intial success [%] mean initial mean initial refined success [%] mean refined mean refined
name (≤ 5 deg and 15 cm) pos. error [cm] ang. error [deg] (≤ 5 deg and 15 cm) pos. error [cm] ang. error [deg]

epos 5m 91.55 6.63± 1.77 2.26± 0.97 96.15 6.91± 0.54 0.67± 0.24

epos 10m 97.59 5.19± 2.12 2.03± 0.87 98.93 5.83± 0.44 0.73± 0.23

epos 15m 98.32 5.93± 1.30 1.88± 0.80 99.60 5.41± 0.56 0.86± 0.27

epos 20m 97.86 5.53± 1.42 2.51± 0.98 99.94 7.82± 0.80 0.99± 0.40

epos overall 94.97 6.00± 1.83 2.20± 0.95 97.94 6.64± 1.00 0.77± 0.31

synthetic test 98.45 3.28± 1.71 2.18± 0.99 99.24 2.49± 1.47 1.89± 1.08

(a) (b)

Fig. 10: Point clouds taken at the EPOS facility at a
distance of (a) 5 m and (b) 20 m. Both point clouds
contain approximately the same number of points, but
the distribution of points on the target is more uniform at
20 m than at 5 m distance.

age position and angular error of 6.6 cm and 0.77 deg,
respectively. This shows that the method is precise and
reliable when evaluated on real point clouds. Also, the
performance on the synthetic test dataset is comparable
to the performance on the real datasets, highlighting that
the network was able to generalize to real data. The most
noticeable difference is a lower position error, as the
synthetic data is not affected by calibration or 3D model
errors. The final angular error is also slightly higher, due
to the fact that the synthetic point clouds were simulated
with high levels of motion blur (angular rates between
0 deg and 5 deg).

D. Runtime evaluation

The lidar pose estimation is developed to be run in
real-time on the CPU of an onboard computer. If the
exact type of onboard computer might vary from mission
to mission, a representative platform can be the ARM-
based Xilinx® Zynq 7000. Such System-on-Chip (SoC)
devices are gaining attention for hybrid and reconfigurable
onboard computing due to their low cost and direct
availability on the market [18]. The Zynq 7000 is also
integrated in the ScOSA onboard computer developed by
DLR [19], hence it might be available in orbit. Only one
CPU core of the Zynq platform is used for the runtime

evaluation. For comparison, the runtime was also evalu-
ated on one core of a standard desktop computer platform,
in this case an x64-based Intel® Xeon W-2135 CPU. The
total runtimes, including the pose refinement step, are
presented in Table. IV. The pre-processing comprises the
trimmed centroid estimation and image projection. The
pose estimation method is implemented on C++, using
the TensorFlow Lite library for inference of the neural
network.

TABLE IV: Runtime of the pose estimation method on
different platforms. Values are in milliseconds and shown
as mean ± the standard deviation.

platform pre- CNN NDT total
(CPU) proc. inference refinement
Intel® Xeon 1± 0 33± 3 17± 4 52± 6

Xilinx® Zynq 24± 1 737± 0 347± 101 1108± 101

The first striking observation is that the runtime of
both the CNN inference and the NDT refinement step is
20 to 25 times higher on the Zynq onboard computer
than on the standard desktop computer. This stresses
again that efficiency is a highly important criteria in the
implementation of real-time onboard software for space
applications. In total, the average runtime of the pose
estimation method on the onboard computer is slightly
more than 1 s, which is still acceptable for a real-time pose
estimation task. This processing time can be compared to
the expected scan frequency of a space lidar sensor, which
would be below 1 Hz. In addition, the initial estimation
by the CNN does not necessarily need to be run for each
point cloud, but only when a re-initialization of the pose
is desired. In the other cases, the previous pose estimation
can be used as an initial estimate to perform pose tracking
using the NDT algorithm [17].

E. Trade-off between runtime and accuracy

The choice of MobileNetV3-Large as a backbone is
the result of a trade-off between precision and runtime.
For comparison, two other state-of-the-art CNN back-
bones were assessed. The first one, MobileNetV3-Small
[51], is a small version of the MobileNetV3 architecture.
The second backbone, EfficientNetV2-B0 [68], is larger
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than the baseline, but is the smallest version of the
EfficientNetV2 family of networks. These two backbones
were inserted in the pose estimation architecture in the
same way than the baseline MobileNetV3-Large. One
difference is that the MobileNetV3-Small architecture
produces a feature vector of size 576, and EfficientNetV2-
B0 of size 1280, while the feature vector of the baseline
has a size of 960. In addition, the training settings for
EfficientNetV2 were slightly adapted compared to the
MobileNetV3 models. For EfficientNetV2, better results
were obtained by setting a dropout rate of 0.4 and re-
training the batch normalization layers.

The accuracy of the pose estimation pipeline for each
of the three backbones is compared by evaluating the
total success rate on the four aggregated EPOS datasets.
This success rate is compared to the runtime of running
an inference of the CNN on the flight representative
computing hardware, as presented on Table V.

TABLE V: Inference time of different CNNs on the
Xilinx® Zynq, and success rate after refinement on the
joint EPOS test datasets when using these CNNs as a
backbone. Inference times are shown as mean ± standard
deviation.

CNN backbone inference time refinement success [%]
on Zynq [ms] (≤ 5 deg, ≤ 15 cm)

MobileNetV3-S 248± 0 92.39
MobileNetV3-L 737± 0 97.94
EfficientNetV2 2232± 1 99.28

Table V shows that the more deep the CNN backbone
is, the better the accuracy of the method is. With an
overall success rate of above 99 % on the EPOS test
datasets, the version using the EfficientNetV2 backbone
outperforms the two others. However, this higher accuracy
comes at the cost of a higher runtime of more than 2 s
on the Zynq platform. Such a runtime can be critical for
real-time operations. On the contrary, switching to the
small version of MobileNetV3 leads to a significantly
faster inference time of only 248 ms in average, but at the
cost of an important loss in the overall accuracy, with a
score of 92.4 %. In between those two models, the large
version of MobileNetV3 shows to be a good trade-off
between runtime and accuracy, with a runtime that is still
acceptable for real-time operations.

F. Ablation study

An ablation study is performed to analyze the effect
of both the data augmentation technique, and the use of
the trimmed centroid. Table VI shows the overall success
rate of the baseline architecture using MobileNetV3-Large
when trained with, and without data augmentation (second
line). The baseline model uses the trimmed centroid esti-
mation (2) during pre-processing. To evaluate the effect of
this pre-processing, we also train and test a model using
a regular centroid estimation, i.e a direct average of all

points’ positions, to center the point cloud and select the
ROI. This model is presented on the third line of the table.

TABLE VI: Ablation study: The baseline model uses
MobileNetV3-Large. It is compared with the same model
trained without data augmentation, and a model trained
and tested without using the trimmed centroid during pre-
processing. It uses a regular centroid estimator instead.
The results show the success rate after the NDT refine-
ment step.

method refinement success [%]
(≤ 5 deg, ≤ 15 cm)

baseline 97.94
no data augm. 91.57
no trimmed centroid 76.64

From Table VI, it can be observed that the use of data
augmentation leads to an accuracy gain of the method
of over 6 %. The lidar simulator encompasses multiple
effects, and the synthetic dataset used for training is very
large with half a million point clouds. Still, if no data
augmentation technique is used, the domain gap is high
when testing on real lidar point clouds. The proposed
data augmentation effectively enables the network to
generalize to real data.

Concerning the trimmed centroid, it can be seen that
its usage has a significant effect on the overall accuracy.
When a classical centroid is used instead, the overall suc-
cess rate drops to around 76.6 %. While both the trimmed
centroid and the regular centroid are only very coarse
estimates of the center of mass, the trimmed version is
less affected by potential outliers or reflections in the point
cloud. By discarding these outliers, the trimmed centroid
is a more consistent estimator across point clouds, and
enables to select the ROI more reliably than the regular
centroid. Centering the point cloud around the trimmed
centroid before projection on the depth image is a form
of normalization of the network’s inputs. It is helpful at
train and test time.

VI. CONCLUSION

This work introduced a CNN based pose estimation
pipeline of a non-cooperative spacecraft using lidar point
clouds. The strength of the architecture is the use of both
the 3D information contained in the lidar point clouds
for extracting the centroid and later performing pose
refinement, and the projection to a 2D depth image for
processing by a CNN. After the initial centroid estimation,
the neural network is tasked with predicting two outputs,
a soft attitude classification, and the difference between
the centroid and the target’s center of mass. In the case
where the spacecraft presents a symmetrical shape, the
attitude distance function is adapted to remove symmetric
ambiguities, and reduce the number of attitude classes.

For extensive training of the neural network, a realistic
lidar simulator encompassing multiple effects such as
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beam divergence, motion blur and reflections was devel-
oped. The synthetic training dataset is randomized with
different material properties of the target. In addition,
several data augmentation layers for depth images are
proposed to make the network more robust. The pose
estimation method is tested on real lidar datasets taken
at a hardware-in-the-loop facility. The results of this
evaluation demonstrate that the method is precise and
reliable, and that the network trained on synthetic data
can successfully generalize to real lidar point clouds.

A runtime measurement of the method is also per-
formed on flight representative computing hardware,
showing that the method is adapted for real time onboard
implementation with a total average runtime slightly
above 1 s. The runtime evaluation also highlights how
varying the execution time can be from one platform to
another. If multiple neural networks are planned to be
run onboard during a mission, dedicated AI computing
hardware is surely to be considered.

The proposed pose estimation method consists in ap-
plying a 2D CNN to a depth image obtained from a lidar
point cloud. Future research might explore processing the
3D point clouds without this projection step. For this
purpose, the use of neural networks designed for directly
processing 3D point clouds [45], [46] could be studied.
Separately, a quantitative evaluation of the lidar and target
material properties could be performed to improve the
realism of the lidar simulator.
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