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Uni-Fusion: Universal Continuous Mapping
Yijun Yuan and Andreas Nüchter

Abstract—We present Uni-Fusion, a universal continuous map-
ping framework for surfaces, surface properties (color, infrared,
etc.) and more (latent features in CLIP embedding space, etc.).
We propose the first universal implicit encoding model that
supports encoding of both geometry and different types of
properties (RGB, infrared, features, etc.) without requiring any
training. Based on this, our framework divides the point cloud
into regular grid voxels and generates a latent feature in each
voxel to form a Latent Implicit Map (LIM) for geometries and
arbitrary properties. Then, by fusing a local LIM frame-wisely
into a global LIM, an incremental reconstruction is achieved.
Encoded with corresponding types of data, our Latent Implicit
Map is capable of generating continuous surfaces, surface prop-
erty fields, surface feature fields, and all other possible options.
To demonstrate the capabilities of our model, we implement
three applications: (1) incremental reconstruction for surfaces
and color (2) 2D-to-3D transfer of fabricated properties (3)
open-vocabulary scene understanding by creating a text CLIP
feature field on surfaces. We evaluate Uni-Fusion by comparing
it in corresponding applications, from which Uni-Fusion shows
high-flexibility in various applications while performing best or
being competitive. The project page of Uni-Fusion is available at
https://jarrome.github.io/Uni-Fusion/.

Index Terms—Mapping, RGB-D perception, Semantic scene
understanding, Universal mapping

I. INTRODUCTION

IN robotics, 3D perception plays an important role in
enabling robots to interact with their surroundings. To

achieve this, robots must use different types of sensors and
employ techniques such as reconstruction and scene under-
standing. These tasks require the processing of various types
of information, including geometry and surface properties.
However, algorithms must be designed specifically to handle
these different types of data.

Therefore, at the outset, we pose the following question:
Is it feasible to handle all these information with a single,
universal mapping model?

Reconstruction, as one of the most prominent topics in the
field, has been developing for decades. During this period,
numerous works have pushed the limits [1]–[15]. Reconstruc-
tion models aim to extract the zero-level surface given a set
of points. These approaches are typically based on occupancy
grids and signed distance functions (SDFs). Occupancy grids
are primarily used in 2D and object-level shape reconstruction,
where Gaussian Process Occupancy Maps (GPOM), Gaussian
Process Implicit Surface (GPIS), and Hilbert Maps have
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Fig. 1. One Universal Continuous Mapping for all reconstructions. Such
as surface, properties including RGB, saliency, style and ..., even high
dimensional features (CLIP embeddings, and etc). A rendered video is
available on youtube2.

been developed to generate continuous probabilistic occupancy
maps. For scene-level reconstruction, most recent works
rely on SDFs. TSDF-Fusion [9], as the most widely used
reconstruction model, has facilitated real-time 3D reconstruc-
tion. With the rapid development of RGB-D sensors, such as
the Kinect and RealSense series, standard models have been
invented [10], [11]. These models utilize discretized SDFs
and the Marching Cubes algorithm [16] to generate surface
meshes.

To address the high memory consumption associated with
such a representation, recent techniques rely on deep neural
networks to encode the geometry [12], [13], [15], [17]. By us-
ing sparse voxels in the whole scene, high-dimensional vectors
are extracted for each local geometry. With this representation,
researchers have proposed to fuse the map of latent vectors
instead of the explicit field. The explicit field is then extracted
with arbitrary resolution. Thus, such a form of representation
produces a continuous mapping. These methods are called
Neural Implicit Maps (NIMs).

Previous studies have demonstrated it with encoding func-
tions pre-trained on object datasets [12], [13], [17]. Pre-
training on color or other point properties becomes impractical
due to the much higher complexity of the context pattern,
compared to shape. Currently, the only recent solutions for
continuous color reconstruction are based on back-propagation
to update local latent features [15] or Neural Radiance Fields
(NeRF) [18]. However, these methods require a significant
number of training epochs and are not suitable for real-time
applications. Therefore, this paper aims to fill the gap by

2https://www.youtube.com/watch?v=4Z-u7yU2ARU
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introducing a universal model that directly encodes arbitrary
properties without the need for time-consuming learning or
training.

Our model uses Gaussian Process Regression (GPR) as its
basis. Firstly, we propose to decouple the GPR by utilizing
the approximation of the kernel function. Which supports the
encoding of the point cluster into a single feature vector. Then,
by leveraging the sparse voxel structure, we construct a local
feature vector within each voxel to form a map of latents. Since
our encoding-decoding function uses GPR, the entire model
does not pre-touch any format of data properties. Therefore,
our Uni-Fusion is applicable to arbitrary reconstruction appli-
cations.

We believe that there dose not exist such a model that can
handle every aspect of robot perception. Therefore, based on
this encoder, we introduce Uni-Fusion, a universal model for
all types of data that generates continuous maps. A selected
set of examples of “what Uni-Fusion can do” is presented
in Fig. 1. With various input data, our Uni-Fusion model ef-
ficiently encodes and generates continuous maps for surfaces,
colors, styles, and more. To further explore the potential of this
model, we even construct a field for high-dimensional CLIP
embedding [19].

The contributions of this work are as follows:
• we propose a universal encoding-decoding model for

local information that does not require any training,
• we present the first universal continuous mapping model,

capable of constructing continuous surfaces and various
surface property fields, including high-dimensional fea-
tures such as CLIP embeddings.

• we implement applications to demonstrate the capabilities
of our proposed model, including: (1) incremental surface
& color reconstruction, (2) 2D-to-3D transfer on a 3D
canvas, (3) open-vocabulary scene understanding.

Content Overview: In Section II, we provide an overview
of related works. Then, in Section III and Section IV, we
present the Universal Encoder and the Uni-Fusion model,
a universal continuous mapping framework built upon that
encoder. Afterwards, in Section V, we showcase the broad
applicability of Uni-Fusion by presenting a number of appli-
cations in different scenarios. The capabilities of Uni-Fusion
are evaluated in Section VI. Finally, we outline the future
directions and conclude this paper.

II. RELATED WORKS

We first discuss the development of continuous mapping
from 2D scenes to 3D scenes. Then we explore the importance
of recent state-of-the-art (SOTA) reconstructions utilizing neu-
ral implicit models. Next, we examine the development of
kernel methods that are closely related to our approach.

A. Continuous Mapping

The practice of continuous mapping originated in 2D sce-
narios. Gaussian Process Occupancy Maps (GPOM) [1] use
Gaussian Process Regression (GPR) to predict a continuous
representation, allowing the construction of maps at arbitrary
resolutions. To improve the scalability, Kim et al. [2] employ

a divide and conquer strategy where GP is applied in each
cluster. Then, the incremental approach to GPOM is employed
by leveraging the Bayesian Committee Machine (BCM) tech-
nique [3], [4].

Meanwhile, the Hilbert Maps approach [20], [21] has been
introduced. This approach is a mapping technique that does
not require an explicit formulation. Hilbert Maps achieve
continuous mapping by continuously optimizing parameters.

Due to the growing popularity of 3D sensors, there has
been a shift in focus towards 3D scenarios. Gaussian Process
Implicit Surface (GPIS), has emerged in the field [5]–[8].
These methods, given zero-level surface points, either sample
points along the normal direction and assign distance values,
or directly use derivative models with normals as labels (we
will discuss this in more detail in our mapping Section IV-B).
However, these methods focus primarily on shapes rather than
entire scenes. This is due to the fact that GPR-based methods
naturally incur high computational costs when dealing with
large amounts of data. This is especially true when moving
from 2D to 3D testing scenarios. Therefore, we leverage the
concept of Neural Implicit Maps (Section II-B) to address this
challenge and focus on scene reconstruction.

B. Neural implicit based Reconstruction

Neural implicit reconstruction was originally introduced for
SDF and occupancy-based reconstruction. The seminal work
by Park et al. [22], known as DeepSDF, employs a deep
model to encode geometry prior using multi-layer percep-
trons (MLPs) and extracts discretized SDF through decod-
ing queries. It then uses an algorithm similar to Marching
Cubes [16] for mesh extraction. For the latter, Occupancy
Networks [23] learn to estimate the occupancy probability
at positions using an implicit function. The Multiresolution
IsoSurface Extraction (MISE) technique is used to generate
meshes.

To enhance the efficiency of the reconstruction,
DeepLS [24] uses multiple local deep priors and reconstructs
based on a set of local SDFs. Jiang et al. [25] additionally
proposes the use of a local implicit grid to further simplify the
model complexity of the encoding. Conversely, Convolutional
Occupancy Networks [26] explore the local latent by replacing

Fig. 2. Uniform, sparse voxels. Each voxel is encoded into one feature vector
Fm [12].
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the encoder-decoder with optimization on a grid of local
features, thereby alleviating the burden of MLPs.

More recently, Neural Implicit Maps (NIM) have achieved
real-time 3D reconstruction of real scenes. Huang et al.
propose DI-Fusion [12], a neural implicit mapping method
that performs incremental scene reconstruction. DI-Fusion
achieves high memory efficiency and produces improved re-
constructions, by fusing on maps of latent features. Similarly,
NeuralBlox [27] fuses a grid of latent features with known
external pose estimation. BNV-Fusion [17] further improves
feature quality by incorporating post-fusion optimization. To
address large scene reconstructions that may involve loops,
NIM-REM [13] introduces an SE(3)-transformation algorithm
for NIM and develops a mapping&remapping model that
works in conjunction with bundle adjustment and loop closing.
Thinking outside the box, Sucar et al. [14] propose iMAP, a
novel SLAM pipeline that incorporates neural implicit-based
incremental reconstruction. Using a differentiable rendering
model, iMAP performs online optimization of the reconstruc-
tion by minimizing the image distances. Zhu et al. present
NICE-SLAM [15], which replaces MLPs with a convolutional
occupancy grid to further improve the efficiency and quality
of the reconstruction.

In this work, our model also uses regularly spaced voxels,
as shown in Fig. 2, for local encoding-decoding. Since we
propose to use a single model for all properties, pre-training
such a model is not feasible. Therefore, we employ a kernel
method to achieve this objective.

C. Kernel Function Approximation

Kernel methods suffer from a scalability issue due to
the O(n3) time complexity required during regression. One
possible solution is kernel matrix approximation, but this
is beyond the scope of this paper. Another solution, kernel
function approximation, aims to enhance the scalability of
kernel methods by employing explicit vector maps. For exam-
ple, kernel function k(x1,x2) ≈ v(x1)T v(x2) with mapping
function v : X→ Rl [28]. Two approaches are commonly used
for approximation: Random Fourier Features (RFFs) [29]–[33]
and Nyström methods [28], [33], [34].

RFFs explicitly handle the shift-invariant kernels by map-
ping the data using the Fourier transform technique [33].
However, RFFs are primarily employed for shift-invariant
kernels and require a large l for their operation. Furthermore,
since RFFs are data-independent, they exhibit significantly
worse generalization performance compared to Nyström meth-
ods [35]. In contrast, Nyström methods can approximate any
positive definite kernel [28]. It relies on finding the eigenfunc-
tions to form the approximation:

k(x1,x2) =
∑
i≥1

µiϕi(x1)ϕi(x2),

where ϕi and µi ≥ 0 are eigenfunctions and eigenvalues of
kernel function k with respect to the probability measure q.
With the top-l eigenpairs, the Nyström method approximates
the kernel function with k(x1,x2) =

∑l
i≥1 µiϕi(x1)ϕi(x2).

However, Nyström methods are computationally expensive
for medium-sized training data and require evaluating each

sample N times, which is inefficient for direct regression of
a continuous map.

Instead, we encode the local geometry and properties, elim-
inating the need for a full-space approximation. By restricting
the approximation to the limited space x ∈ [−0.5, 0.5]3, and
applying the function in each local region, we reduce the
computational burden.

III. DECOUPLED REGRESSION AS AN UNIVERSAL
ENCODING

In this section, we propose a universal encoding model for
point clouds. Building on this encoder, in Section IV, we
introduce Universal Continuous Mapping.

A. Decoupled Gaussian Process Regression as Encoder-
Decoder

Inspired by DI-Fusion [12], which introduces latent feature
maps for continuous surface prediction, our goal is to gen-
erate a latent vector for each local patch. First, a universal
encoder design comes from the Gaussian Process Regression
(GPR), which is a widely used technique for low-dimensional
regression. It has been used in various mapping models [4],
[5]. Given a set of N observation points {(xn,yn)}Nn=1 where
point positions are xn ∈ Rd (d = 3 in this paper) and point
properties are yn ∈ Rc, GPR is used to regress a function f
that best explains the data. The N points are aggregated in the
N × d matrix X, and the targets are collected in the N × c
matrix Y.

The Gaussian process assumes that the data is sampled from
a multivariate Gaussian distribution, i.e.,[

Y
Y∗

]
∼ N (0,

[
k(X,X) k(X,X∗)
k(X∗,X) k(X∗,X∗)

]
). (1)

where (X,Y) and (X∗,Y∗) represent the observation and
inference pairs. For simplicity, we denote the matrix K =
k(X,X), K∗ = k(X,X∗), K∗∗ = k(X∗,X∗).

With the derivative in [36], we obtain

Y∗|X,Y,X∗ ∼ N (KT
∗K
−1Y,K∗∗ −KT

∗K
−1K∗). (2)

When an additional Gaussian error is introduced as y =
f(x) + ε, the covariance of X is rewritten as K + δ2nI. The
regression result is typically considered to be the mean

Y∗ = KT
∗ (K + δ2nI)

−1Y. (3)

This well illustrates the challenge of using Gaussian process
regression directly in large-scale reconstructions due to its
O(n3) time complexity, which is not feasible. Furthermore, the
formula (Eq. (3)) is impractical since it requires the large input
point cloud data to be maintained for the K∗ computation.

To address the issue of high complexity and avoid the need
to maintain the entire point cloud, we propose to decouple
the GPR to obtain the low-dimensional latent vectors for local
regions. The decoupling process involves approximating the
kernel function as

k(X,X∗) ≈ fposi(X)fposi(X∗)
T (4)
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Fig. 3. Interpreting formula with a graph that is coherent to the Encoder-
decoder structure in Neural Implicit Maps [12].

where fposi : R3 → Rl. We refer to the function fposi as the
position encoding function, consistent with the Neural Implicit
Maps model, Di-Fusion [12]. Thus, Eq. (3) is rewritten as

Y∗ = fposi(X∗)fenc(X,Y) (5)

where the content encoder function is

fenc(X,Y) = fposi(X)T (fposi(X)fposi(X)T+δ2nI)
−1Y ∈ Rl×c.

(6)
The encoded feature is denoted by F(X,Y) = fenc(X,Y) ∈

Rl×c. which serves as the basis for the construction of latent
maps in the subsequent universal continuous mapping model
(Section IV). Specifically, for geometry encoding we set l =
20 and c = 1, resulting in a 20-dimensional vector feature.
Similarly, for color encoding, we have l = 20 and c = 3.

The decoding value for the inferred point x∗ is expressed
as

fdec(x∗,F(X,Y)) = fposi(x∗)F(X,Y). (7)

Thus, a signed distance field or surface property field is
approached.

In the following we derive the approximation function.

B. Position Encoding with Approximated Kernel Function

Considering that our mapping needs to encode the local
geometry & property, the encoding function only requires to
touch points in a limited region ([−.5, .5]3 in our case).

As we discussed in related work, Nytröm methods offer
greater accuracy than RFFs, because they depend on the given
points. This property is well-suited to our application.

The Nyström method for kernel approximation begins with
the use of eigenfunctions according to Mercer’s theorem:

k(x1,x2) =
∑
i≥1

µiψi(x1)Tψi(x2) (8)

where ψi and µi ≥ 0 are eigenfunctions and eigenvalues of
kernel function k with respect to the probability measure q.

Given a set of anchor samples X̂ = {x̂1, · · · , x̂N}, we
perform eigen-decomposition on the matrix k(X̂, X̂) to obtain
its eigenpairs {(λi,ui)}i∈{1,··· ,l} with rank l.

Subsequently, Nyström method produces

ψi(x) =
∑
n

k(x, x̂n)ui,n, i = 1, · · · , l. (9)

To simplify, we express the eigenfunction as

ψi(x) = k(x, X̂)ui. (10)

Similarly, the eigenvalue is written as µi = 1
λi

.
For clarity, we introduce the notation µµµ = [µ1, · · · , µl] and

Ψ = [ψ1, · · · , ψl]T based on Eq. (8) where Ψ : R3 → Rl.
To maintain consistency with Eq. (4), we set

fposi(x) = diag(
√
µµµ)Ψ(x) (11)

where diag produces diagonal matrix. fposi above refers to
the position encoder in Eq. (6).

In this paper, we employ the Matérn kernel function [37]3:

k(x1,x2) = σ2 21−ν

Γ(ν)
(
√

2ν
dist(x1,x2)

ρ
)Kν(

√
2ν
dist(x1,x2)

ρ
)

(12)
where Γ presents the gamma function, Kν is the modified
Bessel function of the second kind, dist denotes the Euclidean
distance, and σ and ρ are hyperparameters of the kernel
function. We utilize the half integer ν = 3 + 1

2 , which results
in the specific function:

k(d) = σ2(1 +

√
7d

ρ
+

2

5
(

√
7d

ρ
)2 +

1

15
(

√
7d

ρ
)3)exp(−

√
7d

ρ
)

(13)
where d = dist(x1,x2) for short.

To approximate the above kernel function, anchor points
are required. We sample Na = 256 points uniformly from
[−.5, .5]3 cube (as X̂) to compute the kernel matrix Ka =
k(X̂, X̂). Subsequently, we perform an eigendecomposition
on this kernel matrix, resulting in Ka = UΛUT . Lastly, U
and Λ are utilized in Eq. (11) and Eq. (4) to form the kernel
function approximation.

It is important to note that the dimension of the encoded
feature, l, used in Section III-A, depends on U. It further de-
termines the size of the map in the next section ( Section IV).

Sorted Eigenvalue Index

E
ig

en
va

lu
e

Fig. 4. Sorted eigenvalues for Ka’s eigendecomposition.

The eigenvalues of Λ are plotted in Fig. 4, revealing that
the matrix is primarily influenced by a small number of pairs

3https://en.wikipedia.org/wiki/Mat\’ern\ covariance\ function
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with significant eigenvalues. Most of the eigenvalues are less
than 1. Therefore, we choose l = 20 which is about 0.8 in this
plot to approximate the kernel while maintaining a compact
feature dimension.

Note that we perform a single sampling and decomposition
step. Subsequently, the encoding-decoding process in Fig. 3
only requires loading and reusing the parameters for fposi,
fenc and fdec. In contrast, related works often involve pre-
training on large datasets of objects [12], [17] or indoor
scenes [15]. For our model, however, no training is needed.

IV. UNIVERSAL CONTINUOUS MAPPING

The previous Section III suggests a universal encoding
model for different types of data. Based on this function, in this
section, our Universal Continuous Mapping produces a map
of latents to implicitly represent the scene. We refer to this
scene representation as Latent Implicit Maps (LIM), which
supports surfaces, surface properties, and high-dimensional
surface features.

BaseMap

SurfaceMap

PropertyMap

LatentMap

Fig. 5. Inheritance graph for the class of Latent Implicit Maps (LIM).

The inheritance graph is shown in Fig. 5. We introduce
a BaseMap to handle the voxel structure (Section IV-A),
dynamically allocate space and fuse maps (Section IV-E).
The SurfaceMap (Section IV-B) and the PropertyMap (Sec-
tion IV-C) are derived from the BaseMap and are designed
to handle specific data and applications. The LatentMap (Sec-
tion IV-D) is derived from PropertyMap. The main difference
is that the PropertyMap works primarily with low-dimensional
properties, such as color (c = 3), infrared (c = 1) data,
and so on. On the other hand, the LatentMap handles much
higher dimensional features, such as CLIP embeddings [19]
(c = 768), depending on the specific application requirements.

A. Map Representation

We follow Neural Implicit Maps ( [12], [13], [17]) to use
uniformly spaced voxels to sparsely represent the scene. The
scene is denoted as V = {vm = (cm,Fm, wm)}, where m
is the voxel index. Each voxel vm comprises the voxel center
cm ∈ R3, voxel latent feature Fm ∈ Rl×c, and the count of
observed points wm ∈ N.

Given a sequence of incremental frames as input, our
model constructs local LIMs (Section IV-B, Section IV-C,
Section IV-D) and fuses (Section IV-E) them into a global
LIM. Then, we derive the explicit map from the global LIM.

B. Surface Mapping

Because the input point cloud X is located on zero-level
surface, it is not adequate to recover a 3D field of scene,
fSDF : R3 → R. Therefore, we use the concept of Gaussian
Process Implicit Surfaces (GPIS) [5]–[8] to incorporate deriva-
tives into kernel or to sample additional non-zero level points.
Both derivative-based and sample-based GPISs approaches
utilize normal information. Hence, we first preprocess X to
obtain normals S.

1) Using Derivatives based GPIS: From [5], the derivatives
of a GP are also Gaussian. Therefore, the covariance between
data and derivatives is computed by differentiating the covari-
ance function [38]. Specifically:

cov(
∂fSDF (x)

∂xi
, fSDF (x

′
)) =

∂k(x,x
′
)

∂xi

=
∂

∂xi
[fposi(x)]fposi(x

′
)T .

(14)

Additionally,

cov(
∂fSDF (x)

∂xi
,
∂fSDF (x

′
)

∂xj
) =

∂2k(x,x
′
)

∂xi∂x
′
j

=
∂

∂xi
[fposi(x)]

∂

∂x
′
j

[fposi(x
′
)]T .

(15)

Given points {xn}Nn=1 with normals {sn}Nn=1 and field values
{yn = 0}Nn=1, the position encoding function for derivatives is
fposi,deri(x, i) = ∂

∂xi
[fposi(x)]. Its corresponding field value

is the normal value si on the axis i. Therefore, we define

fposi,gpis(X) =

[fposi(X), fposi,deri(X, 1), fposi,deri(X, 2), fposi,deri(X, 3)]
(16)

with regression values Ygpis = [0, s·,1, s·,2, s·,3]T , where 0 =
zeros(1, N), s·,i = [s1,i, · · · , sN,i].

Then the local geometric encoding function is defined as

fenc,gpis(X,Y,S) =

fposi,gpis(X)T (fposi,gpis(X)fposi,gpis(X)T+σ2
nI)
−1Ygpis.

(17)

By introducing derivatives into the kernels, the matrix size is
increased by a factor of 15, while the encoded feature dimen-
sion remains low at l: F(X,Y,S) = fenc,gpis(X,Y,S) ∈ Rl×1.

For inference with the points x∗, the predictions are con-
sistent with Eq. (7), y∗ = fposi(x∗)F(X,Y,S).

2) Using Sample based GPIS: Sample-based GPIS is com-
monly used in GPIS research. This method avoids the com-
putation of Jacobians and allows for smaller kernel sizes,
resulting in significant reductions in computational costs in
terms of time and memory.

In sample-based GPIS, given points {xn}Nn=1 with normals
{sn}Nn=1 and field value {yn = 0}Nn=1, the dataset is extended
by sampling points along the normal direction. The corre-
sponding field values are the signed distances as the sampled
points move along the normal. Then, Eq. (6) is applied to the
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extended points and distances (Xext, Yext). The inference
process of this model is the same as derivative-based GPIS
in Section IV-B1.

For each frame, points are assigned to their corresponding
voxel. Then, we encode the local geometry within each voxel
using methods described in Section IV-B, either derivative-
based GPIS or sample-based GPIS to obtain the voxel rep-
resentation v = (c,F, w) where F ∈ Rl×1 represents the
geometric latent vector. Subsequently, the local LIMs are fused
into a global LIM according to the fusion procedure outlined
in Section IV-E.

To visualize the surface result, we construct the signed
distance field from the global LIM by performing inference
on sample points. The sample points are generated on a grid
within each voxel, with a certain resolution. By applying the
Marching Cubes algorithm to the SDF, we obtain a surface
mesh that represents the reconstructed surface.

C. Surface Property Fields

The previous surface mapping approach discussed in Sec-
tion IV-B can be viewed as a special case of surface property
mapping. However, it is important to note that these two
mappings operate in different spaces. Specifically, in our
implementation, we do not derive the SurfaceMap class from
PropertyMap. Instead, we introduce a BaseMap that performs
common operations and allows them to be specific to local
map construction and visualization, e.g., meshing and coloring.

We introduce the more general mapping of surface proper-
ties. Since all points lie on the zero level of the signed distance
fields, the PropertyMap naturally operates within a subspace
of R3, the surface S. A surface property in this context refers
to any property associated with each point, such as color,
infrared values, and so on. These properties are represented
by the y value in the encoder diagram shown in Fig. 3, with
a dimensionality of c.

As an example, we take the most commonly used sur-
face property, color. Given an observed colored point cloud
{(xn,qn)}Nn=1 as input, where qn denote the RGB color
values. The corresponding surface property values are {yn =
qn}Nn=1. We aggregate these values into two N × 3 matrices
X and Q. Therefore, the encoded feature for this point cloud
is obtained using the following equation:

Fcolor = fposi(X)T (fposi(X)fposi(X)T + δ2nI)
−1Q. (18)

Here, Fcolor ∈ Rl×3 represents the color feature.
Since we use l = 20 for the approximation function in

our experiments, the color map only needs to store 20 × 3
float values in each voxel to represent a continuous color
field. It is important to note that our model requires no
training and can be applied directly to different types of data.
During inference, since the field is in the surface space S,
we sample points x∗ at arbitrary resolutions, either from a
known mesh or a surface constructed from previous surface
mapping (Section IV-B). Following Eq. (7), the inference point
x∗ is position encoded and multiplied by the color feature
Fcolor,m in the corresponding voxel m to obtain its value
q∗ = fdec(x∗,Fcolor,m).

ftext

XmXmXm

YmYm

Ym

fencfenc
fenc

fimfim

FmFmFm x∗x∗x∗

y∗ y∗

y∗

fdec
fdecfdec

uuu

UUU

score

Fig. 6. Encoding-decoding diagram in various applications. (a) fold ap-
plications obtain point properties (Ym) directly from the sensor. (b) fold
applications derive point properties using a function fim that captures style,
saliency and etc. (c) fold applications utilize feature as Ym to construct a
LIM for a (CLIP) feature field. Then, a text command is used to extract the
semantic information.

D. Surface Feature Fields

Surface feature fields represent an extension of the pre-
vious surface property fields discussed in Section IV-C. In
this extension, we broaden the scope of surface properties
to include features. This demonstrates the versatility of our
mapping model, as it is applied directly without the need of
any training.

We start by considering an embedding function fim :
RN×3 → RN×c that processes the input data X. We treat
the feature of each point as a surface property, where {yn =
fim(X)xn

∈ Rl×c}Nn=1.
Following the encoding and fusion steps described in Sec-

tion IV-C and Section IV-E, we construct latent implicit maps
for the surface feature fields. As a result, we extract maps of
features at arbitrary resolutions using the function fdec(·,F·).

We illustrate an application in Section V-C, specifically in
the context of open-vocabulary scene understanding. In this
application, our model constructs a CLIP space feature field
on the surface, enabling it to respond to textual input. The key
difference compared to surface property fields is demonstrated
in Fig. 6. In Fig. 6(c), a CLIP text encoder ftext is added
to encode the text command uuu into the CLIP feature UUU . By
leveraging the surface field for CLIP embeddings generated
by the left branch, our model identifies the desired region by
computing the similarity between features.

E. Map Fusion

We adopt the voxel-to-voxel fusion approach from Neural
Implicit Maps [12] to update the LIM. The fusion operation
is performed as follows:

Fm ←
Fmwm + F

′
mw

′
m

wm + w′
m

, wm ← wm + w
′
m, (19)

where vm = (cm,Fm, wm) represents the voxel m from the
global LIM, and v

′
m = (c

′
m,F

′
m, w

′
m) represents the voxel m

from the local LIM.



7

Frame i
External
Tracking

(Sec. V-A)

Internal Tracking
(Sec. V-A)

Surface Encoding
(Sec. IV-B)

Color Encoding
(Sec. IV-C)

Fusion
(Sec. IV-E)

Global
LIM for
Color

Global
LIM for
SurfaceReconstruction

Colored
Mesh

Mesh Extracting &
Coloring

Frame i Image
Encoding

Latent Encoding
(Sec. IV-D)

Fusion
(Sec. IV-E)

Global
LIM for
Latent

Scene understanding

Text
EncodingText

Points
to infer

Point
properties

Decoding
(Sec. III-A)

Fig. 7. Reconstruction and scene understanding applications’ pipeline. On the left incremental reconstruction application, external tracking runs in parallel to
reconstruction to provide coarse poses. While doing reconstruction, internal tracking refines the pose estimation fur a better surface fit. “· · · ” means that we
can add more other properties from Section V-A2 and Section V-B into this pipeline. On the right scene understanding application, we assume that the pose
of the frame is pre-known. The upper part of the white line is the fusion of LIM for the feature field. The lower part infers specific semantic information
along with the text command.

V. APPLICATIONS

To demonstrate the wide range of applications of our model,
we have implemented the following series of applications:

1) Incremental surface & color reconstruction
2) 3D saliency detection
3) Open-vocabulary scene understanding
4) Surface infrared field
5) 3D style transfer

Starting from our motivation in inspection and service
robotics, we implement 1) incremental surface & color re-
construction to visualize the robot environment. For robot
exploration, we implement 2) 3D saliency detection to indicate
the salient regions in maps. To recover object-level seman-
tic information in the environment, we implement 3) open-
vocabulary scene understanding to yield the regions containing
the objects. Furthermore, to demonstrate the flexibility, we
implement 4) surface infrared fields and 5) 3D style transfer
for artistic purposes.

In Fig. 6, we classify these applications into 3 categories:
(a) obtains properties directly from sensor observations, such
as applications 1) and 4). (b) processes sensor data and
predicts properties, such as applications 2), 5). (c) extends
(b) by operating on high dimensional features, specifically
application 3).

Applications 1) and 4) belong to the first category. We pri-
marily describe 1) incremental surface & color reconstruction
(Section V-A), while for 4) we can easily replace color with
infrared. For the second with 2) and 5) in Section V-B, we
mainly discuss the usage of fabricated properties and do not
provide detailed explanations of the mapping part, as it is
already covered in the previous category. Finally, we delve into
the third category with application 3), which involves mapping
a LIM for high-dimensional latent fields. We demonstrate the
flexibility and capability of this application in Section V-C.

A. Application: Incremental Reconstruction

In this section, we present an application of incremental
3D reconstruction using RGB-D sequences. Since RGB-D
sequences provide both point positions and color values, it
allows us to construct two types of LIMs: one for surface
(Section IV-B), and one for color (Section IV-C).

The pipeline is illustrated in Fig. 7. When an RGB-D frame
i is fed into the framework, it is firstly converted into a
colored point cloud (X ∈ RN×3,Q ∈ RN×3). The tracking
module takes (X,Q) to estimate the current pose T. Next,
the transformed point cloud XTT is used as input to the
surface mapping (Section IV-B), while the colored point cloud
(XTT ,Q) is used as input to the surface color mapping
(Section IV-C), resulting in the generation of local LIMs.
Using the fusion operation in Eq. (19), the local LIM is fused
into the global LIM on a voxel by voxel basis.

For visualization purposes, we first sample a grid within
each voxel and infer using the global surface LIM to obtain
the SDF. The Marching Cube algorithm is then applied to
extract the mesh.

Once the surface is reconstructed, we can sample points
from it at arbitrary resolution and perform inference using the
global color LIM to reconstruct the surface color.

1) Tracking: According to Zhu et al. [15], the current
implicit scene representation-based tracking models, such as
iMAP, DI-Fusion and NICE-SLAM, still have a performance
gap compared to state-of-the-art tracking approaches such as
BAD-SLAM and ORB-SLAM2. Therefore, instead of follow-
ing the neural implicit models to track with frame-to-model or
ray-tracing based optimization, we incorporate ORB-SLAM2
in a separate thread to provide a pose prior. Hence, we call
this external tracking.

Note that the primary focus of ORB-SLAM2 is on local-
ization not scene reconstruction. This means that direct use
of ORB-SLAM2 provides coarse surface reconstruction. We
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further use colored point cloud registration (CPCR) [39] as a
tracking refiner.

In our implementation, ORB-SLAM2 runs independently
over all frames. Every few frames, CPCR tracks an initially
posed colored point cloud to compute the odometry within
a local window. Mapping is then done in the same thread.
Therefore, the latter is called internal tracking.

2) Other types of datas: Application 4) uses a point cloud
with infrared information, which is a straightforward modifi-
cation of the color-based approach. LIM feature dimension is
also correspondingly reduced. This flexibility allows different
types of point cloud properties to be integrated into the
continuous mapping pipeline.

B. Application: 2D-to-3D Transfer

Applications such as 2) and 4) can be easily integrated
with application 1) incremental reconstruction (Section V-A)
by incorporating the fabricated result together with the point
cloud. For instance, given RGB-D frames, we detect saliency
or transfer image styles to generate a fabricated X image.
Here, X represents saliency, style, or other properties. By
combining X with depth information through unprojection, we
assign the fabricated values to corresponding points, resulting
in point pairs (X, QX ).

Similar to the reconstruction pipeline in Fig. 7, we employ
encoding (Section III-A) and fusion (Eq. (19)) to construct a
global LIM for the fabricated properties X . This global LIM
represents a surface X fields that is utilized for subsequent
inference.

While it is possible to similarly transfer a 2D semantic
image to 3D, it may not be feasible in practice due to the
need for multiple passes of different categories of semantic
information on the same dataset (such as object, usability,
etc.). Therefore, in the following section, we demonstrate the
construction of a surface feature field for scene understanding
application that satisfies various requirements through a single
mapping pass.

C. Application: Open-vocabulary Scene Understanding

This application follows OpenScene and CLIP-Field [40],
[41], which learn to predict dense features for 3D scene
points, where the features are co-embedded with text and
image pixels in CLIP feature space. Inspired by this, we
design the mapping for surface feature fields (Section IV-D).
The distinction between surface property fields is illustrated
in Fig. 6. We use the pre-trained OpenSeg model [19] to
obtain the function fim that produce CLIP feature for each
image point. Then we encodes the voxel latent Fm from
the CLIP features Qm and their corresponding positions Xm

. During inference, given an open-vocabulary text input uuu
and a position input x∗, we obtain the CLIP space features
and determine the semantic property of the point based on
similarity computation. The pipeline of this application is
illustrated in Fig. 7.

In this application, the image encoding function fim and
the text encoding function ftext are obtained from pre-trained
model, while fenc and fdec in our Uni-Fusion framework

are deterministic functions. With these functions, our model
constructs a continuous field for the CLIP feature on surface.

A very interesting and relevant work for Uni-Fusion’s scene
understanding application is VLMaps [42]. While VLMaps
produces a 2D map, our model produces a surface CLIP
feature field in 3D space.

VI. EXPERIMENTS

In this section, we demonstrate the wide range of appli-
cations and the high capabilities of Uni-Fusion. First, we
evaluate Uni-Fusion in application 1) Incremental surface and
color reconstruction, comparing its performance with SOTAs.
For applications 2) and 5), which are new topics, no specific
benchmarks are available. Therefore, we showcase the perfor-
mance on existing results. Next, we implement application 3)
and compare it with SOTA zero-shot semantic segmentation
models. Finally, for application 4), since infrared data is
not commonly used, we collect our own dataset containing
infrared values and show all applications on this data.

A. Implementation Details

In the experiments, we use our sample-based GPIS for local
geometry encoding. For each point, two additional points are
sampled along normal direction, one positive and one negative,
with distance ds = 0.1 in the local voxel’s normalized
space. Compared to derivative-based GPIS, our sample-based
GPIS is more efficient in both space and time. For the
encoder, we randomly sample 256 anchor points from the
range [−0.5, 0.5]3. We utilize the first 20 eigenpairs, resulting
in a feature dimension of 20. The model selection process is
discussed in the ablation study.

Different latent maps use different granularities. For the
surface LIM, we use a voxel size of 5cm. For color which
requires later comparison to NeRF, we use a voxel size of
2cm. For other property LIM and feature LIM, we use a voxel
size of 10cm.

For smooth reconstruction, the encoded voxel is designed
overlapped following [12]. The encoded voxel uses twice
the voxel size, resulting in a half-space overlap with each
neighboring voxel. During meshing, SDFs are retrieved and
interpolated from the overlapped voxels [12]. While for the
remaining properties, we sample only from its own voxel part.

The implementation runs on a PC with AMD Ryzen 9
5950X 16-core CPU and an Nvidia Geforce RTX 3090
GPU (24 GB). Online collaboration with OpenSeg (takes 15
GB GPU memory) utilizes one other 3090 GPU solely for
OpenSeg to avoid out of memory.

B. Datasets

We evaluate incremental reconstruction on the Scan-
Net dataset [43], TUM RGB-D dataset [44], and Replica
dataset [14]. Using MSG-Net [45]’s material set, we transfer
styles to the 3D canvas. For open-vocabulary scene under-
standing, we evaluate on ScanNet segmentation data [46] and
S3DIS dataset [47].
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1) ScanNet [43]: ScanNet is a densely annotated RGB-
D video dataset. It is captured with the structure sensor [48]
and contains 1513 scenes for training and validation. For each
scene, both images and a 3D mesh is provided, along with
their 2D and 3D semantic annotations.

ScanNet provides 312 scenes for validation, which contains
a wide range of different room structures. It has now been
widely used in the thorough evaluation of the performance of
reconstruction and semantic segmentation.

2) TUM RGB-D [44]: TUM RGB-D is a benchmark to
mainly evaluate the tracking performance. It is captured with
Microsoft Kinect sensor together with ground-truth trajectory
from the sensor.

3) Replica [14]: The Replica dataset refers to iMAP’s
pre-processed dataset [14]. It is a synthetic rendered RGB-D
dataset from given 3D models. The advantage of including this
dataset is that Replica does not have motion blur. This is better
to evaluate the capability of the algorithms on reconstructing
surface color.

4) MSG-Net Style [45]: MSG-Net provides material images
for transfering the styles. We select 21style fold for demon-
stration. These images are given in Fig. 14 together with our
result.

5) ScanNet Point Cloud Segmentation Data [46]: For point
cloud semantic segmentation benchmarking, PointNet++ [46]
preprocesses the original ScanNet [43] and generates sub-
sampled point clouds and corresponding annotations for each
scene.

6) S3DIS [47] and 2D-3D-S [49]: S3DIS is a semantic
segmentation dataset for 3D point clouds. Which is also a
subset of the 2D-3D-S dataset. The 2D-3D-S dataset is a multi-
modality dataset containing 2D, 2.5D and 3D domains. This
dataset is densely annotated with semantic labels.

Note that 2D-3D-S’s 2D captures is not a RGB-D video as
ScanNet. 2D-3D-S’s images only have small overlap. There-
fore, it is only suitable for semantic segmentation and not for
incremental reconstruction.

C. Baselines

For online surface mapping evaluation, we select TSDF-
Fusion [9], iMAP [14], SOTA DI-Fusion [12] and BNV-
Fusion [17] as four baseline methods.

For the color field, we choose TSDF-Fusion [9], σ-
Fusion [50], iMAP [14], NICE-SLAM [15] and even the recent
hot Neural Radiance Fields model NeRF-SLAM [18] as five
baselines. While including NeRF in the comparison may not
be entirely fair, we want to show how Uni-Fusion narrows the
performance gap.

For the scene understanding application, we evaluate gen-
eralized zero-shot point cloud semantic segmentation with
ZSLPC [51], DeViSe [52] and SOTA 3DGenZ [53] for com-
parison.

D. Metrics

For incremental reconstruction, we evaluate the geomet-
ric reconstruction using Accuracy, Completeness, and F1
score according to SOTA BNV-Fusion. It firstly uniformly

samples 100, 000 points from the reconstruction and ground
truth meshes respectively. Then Accuracy (Completeness)
measures the percentage of reconstruction-to-groundtruth
(groundtruth-to-reconstruction) distances that are lower than
2.5cm threshold. F1 score is the harmonic mean of accuracy
and completeness. For tracking performance, we use ATE
RMSE.

To evaluate color reconstruction, we follow SOTA on this
topic, NeRF to render both depth and RGB images to compare
the image level Depth L1 and RGB PSNR.

To compare scene understanding, we follow zero-shot point
cloud semantic segmentation SOTA 3DGenZ to evaluate the
Intersection-of-Union (IoU) and Accuracy.

E. Reconstruction Results
In our evaluation, we first use the ScanNet validation set

with 312 sequences to thoroughly test the geometric recon-
struction on a wide variety of scenes. Then, we use TUM
RGB-D to compare our modified tracking model with related
works. Since the tracking part is not the contribution of this
paper, we give a brief overview of the tracking results. To fairly
evaluate the color reconstruction, we compare with related
works, including NeRF, on the high-quality rendered Replica
dataset.

1) Evaluation on ScanNet Dataset [43]: We use the 312
different scenes from the ScanNet validation set to evaluate
the performance of surface reconstruction. We follow the pure
mapping SOTA BNV-Fusion to take every 10th posed frame
as input. Without using any learning (as iMAP, DI-Fusion,
and BNV-Fusion do) or any post-optimization (as BNV-Fusion
does), our Uni-Fusion is capable to achieve precise continuous
mapping performance.

The results presented in Table I demonstrate that our Uni-
Fusion outperforms the SOTA method BNV-Fusion in terms
of +6 higher accuracy. However, our model does not out-
perform BNV-Fusion in terms of completeness, since BNV-
Fusion incorporates completion in post-optimization. Never-
theless, Uni-Fusion’s completion is still much higher than
one other optimization based model iMAP. Overall, our Uni-
Fusion model achieves higher F1-scores, which quantifies the
overall quality of reconstruction.

It is important to note that the SOTA BNV-Fusion is
not capable of real-time performance as it requires post-
optimization of all fed frames. On the other hand, the real-
time model Di-Fusion exhibits much worse results without
using post-optimization. In contrast, our real-time model, Uni-
Fusion achieves much better reconstruction quality than these
approaches even without post-optimization.

We additionally run BNV-Fusion’s official implementation
(emphasized with ∗) on the 312 videos from ScanNet and
conduct a scene-wise comparison in Section VI-E. Our result
is shown with the light blue curve, BNV-Fusion’s result is
shown with pink. The scene index is sorted based on the score
value of Uni-Fusion. To enhance visual clarity, we apply a
smoothing technique to BNV-Fusion’s curve and presented it
with dark pink color. The comparison clearly shows that Uni-
Fusion is overall performing better than BNV-Fusion. In ad-
dition, we use box-plots to analyze the statistics alongside the
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TABLE I
SURFACE COMPARISON ON SCANNET [43]. SCORES ARE FETCHED FROM [17]. ∗ INDICATES THE RESULT FROM OUR RUNS OF THE OFFICIAL

BNV-FUSION CODE.

Method Pre-Train
with extra dataset

Train
with sequences Real-time Accuracy (%) ↑ Completeness (%) ↑ F1 score ↑

TSDF Fusion [54] None None X 73.83 85.85 78.84
iMAP [14] None Online train 68.96 82.12 74.96
DI-Fusion [12] Object Pretrain None X 66.34 79.65 72.97
BNV-Fusion [17] Object Pretrain Post Optimization 74.90 88.12 80.56
BNV-Fusion∗ [17] Object Pretrain Post Optimization 73.42 81.75 77.18
Uni-Fusion (Ours) None None X 80.43 84.91 82.44

(a) Accuracy (b) Completeness (c) F1 score
Fig. 8. Quantitative comparison on 312 scenes of the ScanNet validation set. We demonstrate the performance of SOTA BNV-Fusion and our Uni-Fusion.
We sort Uni-Fusion’s evaluation value and reordered all of the scores. The zigzag pink is the BNV-Fusion result; we also plot a deep-pink smoothed curve
for better visualization.

curve plot. Uni-Fusion’s scores show a higher concentration
on the plots. While the difference in completeness may be less
pronounced, Uni-Fusion’s box plot is smaller and positioned
relatively higher. This indicates that Uni-Fusion achieves a
more stable completeness result, while BNV-Fusion is more
likely to achieve low completeness in some cases.

In summary, our Uni-Fusion model achieves superior results
across almost all 312 scenes in terms of accuracy, com-
pleteness and F1-score. This finding is consistent with the
observation presented in Table I with BNV-Fusion∗, that Uni-
Fusion outperforms the official implementation of BNV-Fusion
in all metrics.

We show reconstruction on selected scenes from ScanNet
in Fig. 9. Both BNV-Fusion and our Uni-Fusion are able to
produce high quality reconstructions. However, we observe
that BNV-Fusion generates numerous small meshes on walls,
resulting in the appearance of small particles in the recon-
struction. We attribute this behavior to BNV-Fusion’s use of
very small voxel size (0.02m) to achieve a high score. This
is further supported by the fact that their mesh averages
247 MB, while ours averages only 54 Mb. Furthermore, our
Uni-Fusion’s mesh is smoother and also provides highly-
accurate color to the mesh which is not available for this
surface SOTA.

Besides, we evaluate the storage cost of the latent repre-
sentation. BNV-Fusion’s latents require an average storage
of 228 MB across the 312 scenes of ScanNet, while Uni-
Fusion achieves significantly lower storage requirements with
an average of only 9 MB.

2) Tracking Evaluation on TUM RGB-D Dataset [44]: In
the above test, we evaluate the performance of pure mapping.
Although tracking is not the contribution focus in our paper, it
is still part of the incremental reconstruction model. We follow
the novel incremental reconstruction model NICE-SLAM [15]

to evaluate the camera tracking on the small scale TUM RGB-
D dataset. Our Uni-Fusion uses a coarse-to-fine strategy for 3D
reconstruction tracking. From Table II, it demonstrates overall
better ATE RMSE than other implicit representation models.

TABLE II
TRACKING ON TUM RGB-D [44]. ATE RMSE [cm] (↓) IS USED AS THE

EVALUATION METRIC.

fr1/desk fr2/xyz fr3/office
iMAP [14] 4.9 2.0 5.8
DI-Fusion [12] 4.4 2.3 15.6
NICE-SLAM [15] 2.7 1.8 3.0
Ours 1.8 0.5 2.1
BAD-SLAM [55] 1.7 1.1 1.7
Kintinuous [56] 3.7 2.9 3.0
ORB-SLAM2 [57] 1.6 0.4 1.0

On the other hand, there also exist high accuracy algorithms
from SLAM. By additionally using bundle adjustment and
loop-closing techniques, their tracking quality is much better
than all of the implicit based models. Our coarse-to-fine
strategy obtains a good score because, first it ensures it does
not easly lose track. Second, it is more suitable for surface
fitting.

This further supports our test on the Replica dataset.
3) Evaluation on Replica RGB-D Dataset [14]: In this

evaluation, we compare with implicit reconstruction (TSDF-
Fusion, σ-Fusion) and latent implicit reconstruction models
(iMAP, NICE-SLAM) that support color. Additionally, we
include a large-scale NeRF model, NeRF-SLAM, in the com-
parison. It is important to note that NeRF is SOTA in the view-
synthesis task, which gives it an unfair advantage over other
models because it learns light directions and does not really
model a surface. However, we include NeRF in this evaluation
to demonstrate that Uni-Fusion significantly reduces the gap.
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BNV-Fusion Uni-Fusion Ground Truth BNV-Fusion Uni-Fusion Ground Truth

Fig. 9. Surface reconstruction on ScanNet dataset.

TABLE III
GEOMETRIC (L1) AND PHOTOMETRIC (PSNR) EVALUATION ON THE REPLICA DATASET [14].

office-0 office-1 office-2 office-3 office-4 room-0 room-1 room-2 Avg.

Non-continuous mapping method

TSDF-Fusion [9]
Depth L1 [cm] ↓ 14.11 10.50 30.89 28.92 22.83 23.51 20.94 23.34 21.88
PSNR [dB] ↑ 11.16 15.92 4.86 5.68 5.46 3.43 4.51 5.57 7.07

σ-Fusion [50]
Depth L1 [cm] ↓ 13.80 10.21 22.27 28.70 22.21 21.92 19.28 22.40 20.10
PSNR [dB] ↑ 11.16 15.92 4.86 5.69 5.46 3.45 4.51 5.57 7.08

Continuous mapping method

iMAP∗ [14]
Depth L1 [cm] ↓ 6.43 7.41 14.23 8.68 6.80 5.70 4.93 6.94 7.64
PSNR [dB] ↑ 7.39 11.89 8.12 5.62 5.98 5.66 5.31 5.64 6.95

Nice-SLAM [15]
Depth L1 [cm] ↓ 1.51 0.93 8.41 10.48 2.43 2.53 3.45 2.93 4.08
PSNR [dB] ↑ 22.44 25.22 22.79 22.94 24.72 29.90 29.12 19.80 24.61

Uni-Fusion (Ours)
Depth L1 [cm] ↓ 0.79 0.56 1.59 2.71 1.66 1.94 0.69 1.80 1.47
PSNR [dB] ↑ 33.88 33.31 25.84 26.01 28.14 24.02 26.20 27.17 28.07

Neural radiance field method

NeRF-SLAM [18]
Depth L1 [cm] ↓ 2.49 1.98 9.13 10.58 3.59 2.97 2.63 2.58 4.49
PSNR [dB] ↑ 48.07 53.44 39.30 38.63 39.21 34.90 36.95 40.75 41.40

TABLE IV
DIFFERENCES AMONG DIFFERENT SURFACE & COLOR RECONSTRUCTION MODELS.

Method Pre-Train
with extra dataset

Train
with sequences Real-time Direct Output Light

direction Render

TSDF-Fusion None None X Discrete TSDF Ray Rasterization
σ-Fusion None None X Discrete TSDF Ray Rasterization
iMAP None Online Train MLPs Volumetric Rendering

NICE-SLAM Pretrain
with indoor dataset Online Train Neural Implicit Grid Volumetric Rendering

NeRF-SLAM None Train hundred epochs - NeRF X Volumetric Rendering
Uni-Fusion None None X Latent Implicit Map Ray Rasterization



12

Notably, NeRF-SLAM embeds external tracking model [50],
[58] to provide poses while using SOTA NeRF implementation
Instant-ngp [59] for NeRF construction.

Uni-Fusion tracks and follows the same setting as in Scan-
Net test to take every 10 frames for mapping. NICE-SLAM
and NeRF-SLAM create depth and color using volumetric
rendering. In Uni-Fusion, we cast rays from the virtual camera
onto our result surface mesh for the depth image. The cast
points are then inferred using Uni-Fusion’s color LIM to obtain
color results.

According to Table III, Uni-Fusion demonstrate the best
Depth L1 on all scenes with an average of 1.471.471.47cm depth L1.
This is a 177%177%177% boost compared to the second best model.

Moreover, excluding NeRF, our Uni-Fusion also shows the
best performance in modeling the colors, achieving an average
PSNR of 28.07dB.

However, it is strange that NICE-SLAM loses details while
in two cases, it shows better PSNR than Uni-Fusion. To high-
light the true result, we provide rendered images in Fig. 10.
It is evident that our Uni-Fusion accurately models the details
of painting, carpet and quilt, while NICE-SLAM only roughly
models the average color.

In addition, from Fig. 10, Uni-Fusion’s rendering quality
is as precise as NeRF. The painting, carpet and quilt in Uni-
Fusion’s results are very similiar to the original appearance.
The green window highlights the regions of interest. Uni-
Fusion reproduces the high-quality appearances that are very
close to NeRF in terms of qualitative evaluation. However,
Uni-Fusion still has a quantitative score gap to NeRF’s color
rendering (41.4dB), despite the highly comparable qualitative
results to NeRF and ground truth. We attribute this difference
to three main factors: 1. Uni-Fusion does not model the light

directions to points, which is essential to NeRF. 2. NeRF
optimizes image quality by focusing primarily on color rather
than depth, which is evident from its higher color rendering
score but much worse depth rendering compared to Uni-
Fusion. 3. Uni-Fusion does not support hole filling, which
results in black holes in the rendered images.

We summarize the differences between Uni-Fusion and
other models in Table IV. Similar to TSDF-Fusion and σ-
Fusion, Uni-Fusion is a forward method that does not require
any training of map representation, i.e., pre- or on-line training.
It shares similarities with NICE-SLAM and NeRF-SLAM in
producing an implicit map with a set of latents, that outputs
results at arbitrary resolution. However, Uni-Fusion differs in
the extraction of the signed distance field, as each query value
is directly inferred using the corresponding ruling latent, while
NICE-SLAM and NeRF-SLAM use a much denser grid of
features for interpolation during volumetric rendering based
inference.

Like TSDF-Fusion and σ-Fusion, our Uni-Fusion is a real-
time algorithm, whereas iMAP, NICE-SLAM and NeRF-
SLAM are not capable of running in real time. NeRF-SLAM
claims to be real-time, which is questionable as it still needs
hundreds of epochs training after feeding the data.

However, optimization with backpropagation allows for
pixel-to-pixel learning, which is theoretically superior to the
regression and fusion strategy. Although Uni-Fusion demon-
strates its high ability to model colors, exploring NeRF-like
post-optimization would be a promising direction for further
improvements.

NICE-SLAM NeRF-SLAM Uni-Fusion Ground Truth

Fig. 10. Demonstration of color rendering on the Replica dataset. Fine appearances are highlighted in green window. Small defects are in a red box.
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Fig. 11. Ablation study on surface construction basis. (a) Sample based. (b)
Derivative based.

0.1

0.05

0.02

Fig. 12. Ablation study on voxel size.

Fig. 13. Ablation study on number of eigenpairs and number of anchor
samples in kernel approximation.

F. Ablation study
1) Sample-based or Derivative-based: We select the sur-

face model with our own recorded sequences. All settings are
detailed in Section VI-A. As shown in Fig. 11, reconstructions
of Yijun’s office are demonstrated. While both models are
capable of construction, the derivative-based model introduces
a lot of noise to the surface. This issue arises, because, for
smoothness purpose, we follow Di-Fusion [12] to build voxels
that overlap with their neighbors, leading to redundant voxels
near the surface. For these redundant voxels, no center sample
is provided and thus the derivative-based surface construction
builds poor SDFs on unknown region of the voxels.

In contrast, the sample-based surface construction does not
encounter this problem because it adds more points within
the voxels, enabling the construction of very smooth surfaces.
We observe well-constructed and accurately colored objects
such as the whiteboard, the chair, the school bag and even the
oranges.

2) Voxel size: While testing of the office scene, we vary the
voxel size from low to high. From Fig. 12, when a low voxel
size 0.02m is used, the surface appears rough. As the voxel
size increases, the smoothness improves. However, when a
voxel size of 0.1m is employed, the surface appears blurry.
Considering Uni-Fusion produces a surface color field, the
quality of surface directly impacts the coloring. Thus, further
increasing the voxel size will result in deteriorated surface
quality.

Therefore, in the above given experiments, 0.05m voxel
size is used for surface construction. Additionally, it should
be clarified that each voxel used for encoding actually has a
size of 0.1m due to the employment of overlapped voxels.

3) Number of eigenpairs and anchor points: The kernel
approximation is affected by the number of eigenpairs and
anchor points. Uni-Fusion treats the approximation module as
a cohesive entity, expecting it to behave like a real kernel.
Therefore, we conduct the ablation study at the module level.

This feature dimension l corresponds to the number of
eigenpairs retained during kernel approximation. We employ a
uniform sampling of 256 anchor points for the approximation.
To access the accuracy in recovering the original kernel,
we randomly sample 2000 test samples in [−.5, .5]3 and
compute the matrix K using original Matérn Kernel. Our
approximation, denoted as K̂, is then evaluated. We calculate
the Mean Absolute Error (MAE) between the two kernels and
observe the curve presented in Fig. 13. From the figure, we
find that the error decreases fast until l reaches 20, and beyond
that point, the improvement becomes marginal. Considering
that the result for l = 20 is very close to that at l = 40 while
requiring only half the storage space, the optimal selection for
l is 20.

Similarly, we perform a module-level ablation for number
of anchor points. With l fixed at 20, a minimum of 20
samples is required. Fig. 13 demonstrates that the approx-
imation shows minimal improvement beyond 256 samples.
Additionally, since this number of anchor samples only affects
the computation time and not the storage space, it is advisable
to select a the large value such as 256, but not the largest, to
improve efficiency without sacrificing accuracy.
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Fig. 14. Style transfer on 3D canvas.
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Fig. 15. Saliency transfer on the 3D canvas. The top row shows the result colored meshes. The bottom row shows the saliency meshes.

G. Results for 2D-to-3D transfer

In addition to surface and color, Uni-Fusion also allows
continuous mapping of other fabricated data. Therefore, we
apply Uni-Fusion to style data and saliency data in order to
achieve style and saliency transfer on the 3D canvas.

In Fig. 14, we present artistic painting on the 3D canvas.
Each frame undergoes style transfer using MSG-Net [45],
and Uni-Fusion is used to construct the style LIM for the
surface style field. The test scene is “office0” from the Replica
dataset captured from a single custom view. 20 images are
used to provide the style and are attached at lower left
corner accordingly. Our Uni-Fusion successfully constructs
style meshes that closely resemble the taste of the supplied
style images. For instance, with pure style or abstract painting,

the 3D “canvas” shows a very similar style. Among the style
images, with our favorite style, located in the middle of the
fourth row, Uni-Fusion produces a high quality 3D sketch
painting.

In Fig. 15, we demonstrate saliency detection in 3D. In this
figure we select three scenes from ScanNet and two scenes
from Replica. Similarly, we detect saliency on each frame
using InSPyReNet [60] and construct saliency LIM for surface
saliency field.

In the second row, high saliency regions are colored in
yellow, indicating the object of interest. This information can
be used to guide a robot’s navigation in 3D scene. For example,
in the first column, the sofa, chair, curtain, and television in
the room certainly attract more attention in daily life. In the
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Fig. 16. Demonstration of semantic segmentation on the ScanNet dataset. Selected scenes are consistent with Fig. 9

second column, a meeting room, the long desk and chairs are
obviously the main components. Similarly, in the third column
showcasing a hotel room, the bed stands out, along with the
sofa, desk, lamp, and TV in the fourth column, and the sofas
and chairs in the last column.

H. Scene Understanding Results

Saliency detection effectively highlights the objects of inter-
est. This is also considered part of 3D semantic understanding.
However, as the semantics categories vary, fusing different
categories of semantics into multiple LIMs can be inefficient.
Therefore, in this section, we utilize Uni-Fusion to fuse and
construct a surface field for high-dimensional CLIP embed-
dings. With a single LIM, we can generate different semantic
results based on corresponding commands. Since now our Uni-

Fusion works with OpenSeg for scene understanding purposes,
we call it Uni-Fusion-SU.

1) Semantic Segmentation: We first evaluate our model
on generalized zero-shot point cloud semantic segmentation
application. Generalized Zero-Shot Learning (GZSL) differs
from Zero-Shot Learning (ZSL) in that ZSL only predicts
classes unseen during training, while GZSL predicts both
unseen and seen classes [53]. Therefore, comparing our results
with GZSL SOTAs provides a better understanding of the
potential of Uni-Fusion-SU, as it does not train on both seen
and unseen.

This test uses ScanNet and S3DIS datasets for benchmark-
ing. It is important to note that the compared baselines are
trained on the corresponding datasets. Our Uni-Fusion-
SU uses OpenSeg to provide the 2D image level feature

TABLE V
GZSL SEMANTIC SEGMENTATION RESULTS. SCORES ARE IN %. † INDICATE 3DGENZ’S ADAPTION OF THE METHOD. NOTE THAT, UNI-FUSION-SU

DOES NOT EVEN TRAIN WITH THE SEEN CLASSES.

Training set Inference input ScanNet S3DIS
Backbone Classifier Seen Unseen All Seen Unseen All

Supervised methods with different levels of supervision
Full supervision seen ∪ unseen seen ∪ unseen Point Cloud 43.3 51.9 45.1 74.0 50.0 66.6
ZSL backbone seen seen ∪ unseen Point Cloud 41.5 39.2 40.3 60.9 21.5 48.7
ZSL-trivial seen seen Point Cloud 39.2 0.0 31.3 70.2 0.0 48.6

Generalized zero-shot-learning methods
ZSLPC-Seg [51]† seen unseen Point Cloud 28.2 0.0 22.6 65.6 0.0 45.3
DeViSe-3DSeg [52]† seen unseen Point Cloud 20.0 0.0 16.0 70.2 0.0 48.6
3DGenZ [53] seen seen ∪ ˆunseen Point Cloud 32.8 7.7 27.8 53.1 7.3 39.0

Zero-shot learning + map fusion
Uni-Fusion-SU (Ours) None None Sparse Frames 31.0 41.9 32.9 31.3 24.0 29.0
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ebmedding. Although Uni-Fusion-SU is also zero-shot, it
does not touch any ScanNet or S3DIS annotations.

We demonstrate the mIoU scores in Table V. In particular,
our model achieves best results among the zero-shot learning
methods on the ScanNet dataset and remains competitive with
fully supervised methods.

Furthermore, we provide results specifically for the unseen
classes in Table VI. Although not as good as the fully
supervised approach, Uni-Fusion-SU performs much better
than 3DGenZ. In addition, our Uni-Fusion-SU demonstrates
high precision in classes such as sofa and Toilet, even when
compared to the fully supervised model.

TABLE VI
CLASSWISE GZSL SEMANTIC SEGMENTATION PERFORMANCE (%) ON

THE SCANNET UNSEEN SPLIT.

Bookshelf Desk Sofa Toilet mean

FSL (Fully supervise) IoU 56.9 30.0 57.4 63.4 51.9
3DGenZ (Zero-shot) IoU 6.3 3.3 13.1 8.1 7.7
Uni-Fusion-SU (Ours) IoU 38.3 16.8 51.7 60.9 41.9

3DGenZ (Zero-shot) Acc. 13.4 5.9 49.6 26.3 23.8
Uni-Fusion-SU (Ours) Acc. 61.9 29.6 67.4 91.6 62.6

However, in the S3DIS dataset, our model does not outper-
form 3DGenZ and other methods as shown in Table V.

Even in the result of unsceened data, as presented in
Table VII, we observe that Uni-Fusion-SU hardly finds some
classed, e.g. Beam and Column, which are not commonly
annotated objects. However, for common objects like sofa and
window, our model performs much better.

TABLE VII
CLASSWISE GZSL SEMANTIC SEGMENTATION PERFORMANCE (%) ON

THE S3DIS UNSEEN SPLIT.

Beam Column Sofa Window mean

FSL (Fully supervise) IoU 63.1 10.2 54.1 72.4 50.0
3DGenZ (Zero-shot) IoU 13.9 2.4 4.9 8.1 7.3
Uni-Fusion-SU (Ours) IoU 5.5 0.02 57.4 32.9 24.0

3DGenZ (Zero-shot) Acc. 20.0 9.1 62.4 23.7 28.8
Uni-Fusion-SU (Ours) Acc. 41.5 0.02 78.3 42.1 40.5

We present the results of the semantic segmentation
in Fig. 16. It is evident that, 3DGenZ’s result contains more
noise, as seen in the spotted sofa, bed and other objects.
Conversely, Uni-Fusion-SU’s results are generally smoother
and more precise.

2) Scene Understanding with Different Properties: The
main contribution of this application is that, Uni-Fusion is
the first model to construct a continuous mapping of high-
dimensional embeddings onto the surface without the need
for any training of the map representation. In the previous
experiment (Section VI-H1), we evaluate the performance of
generalized zero-shot semantic segmentation. However, the
potential of Uni-Fusion goes beyond semantic segmentation.
By constructing a LIM, we obtain a surface CLIP feature field.
This enables us to query various semantic categories such as
Object, Room Type, Material, Affordance and Activity
without requiring multiple LIMs or re-running the model.

We present the results in Fig. 17, where we query object
(desk, sofa), activity (work), affordance (sittable), and material
(wood). Uni-Fusion-SU accurately identifies and highlights
the object and material regions. However, for less specific
commands such as work or sittable, the model provides a
wider range of results with less confidence (indicated by dull
yellow). Nevertheless, the suggested options are also roughly
correct.

I. Time

We run all of the applications in a single pass using
our captured office sequences and evaluate the time cost of
construction and fusion of each LIM. The average time cost
across frames is shown in Table VIII.

TABLE VIII
TIME REQUIRED FOR EACH FRAME.

Surface Color Infrared Style Saliency Latent Internal Track

Time (s) 0.100 0.038 0.045 0.048 0.045 0.011 0.225

Using depth and property images of size 720 × 1280 as
input, it is evident from the table, that our model operates
at a frequency of ∼ 10Hz for surface (sample mode) LIM
construction and integration. It alse achieves a frequency
of over 20Hz for color, infrared, style, and saliency. These
results demonstrate the suitability of Uni-Fusion for real-time
applications.

However, our internal tracking process takes around 0.225s
per frame, which is relatively slower compared to the map-
ping module. Nevertheless, Uni-Fusion uses external tracking
to prevent tracking loss, enabling our internal tracking and
mapping to operate at a lower frequency. As a result, the
entire model can be effectively applied in real-time in various
scenarios.

VII. EXTENSIVE EXPERIMENT ON OUR OWN DATASET

In previous experiments, we evaluate the capabilities of
Uni-Fusion in different applications. To further demonstrate
its effectiveness in robotic environmental understanding, we
capture our own dataset to show all applications together.

We capture two scenes: The office and apartment of the
first author using a Microsoft Kinect Azure. RGB-D and
infrared video are captured. After calibration, RGB, depth,
infrared inputs have resolution of 720 × 1280. Uni-Fusion
tracks and reconstructs all applications in one pass. While
office data has been involved in ablation study (Section VI-F),
we showcase all applications using the apartment dataset, as
depicted in Fig. 18.

For better visualization, the ceiling of reconstruction is
removed. The top row of images presents the colored mesh
with room details, the infrared mesh revealing the lighting
effect, and the saliency reconstruction highlighting objects
crucial for navigation. Additionally, we select the second style
from Fig. 14 for style transfer to the apartment canvas. As a
result, the wooden floor in the room is colored with dark green.
The whole apartment is in a warm style.
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Fig. 17. Demonstration of the original mesh, highlighted semantic mesh given various queries.

The remaining results are generated from the surface field of
the CLIP embeddings. We issue commands to locate objects,
e.g., where is the sofa, desk and coat. In addition, it easily
identifies affordances such as being sittable. For material, it
successfully detects the wooden floor in each room.

VIII. LIMITATIONS AND FUTURE WORK

1) Remapping: Uni-Fusion currently lacks support for
deintegrating local LIM from global LIM, which is essential
for incorporating bundle adjustment or loop closing tech-
niques. In addition, the current state of Uni-Fusion does not
allow the transformation of LIMs as demonstrated by NIM-
REM [13]. To enhance a better quality and to facilitate large
scale mapping, loop closing and bundle adjustment are future
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Fig. 18. Demonstration on the captured apartment data.

targets.
2) Visual Language Navigation: Uni-Fusion serves as a

solid foundation for reconstruction and scene understanding
in the context of Visual-Language Robot Navigation (VLN).
While existing work produces a 2D embedding map [42], Uni-
Fusion excels in constructing a 3D embedding map of the
scene. As a result, Uni-Fusion empowers the robot with a
deeper understanding of the scene. In our future work, we
intend to explore applications such as navigation.

IX. CONCLUSION

In this paper, we have introduced Uni-Fusion, a novel uni-
versal model for all continuous mapping applications. Without
any training, Uni-Fusion constructs Latent Implicit Maps that
support geometry and arbitrary properties. Moving one step
further to scene understanding, Uni-Fusion is also the first
model that is capable of constructing continuous maps with
high-dimensional embeddings without the training of map rep-
resentation. With such a basis, we have implemented several
applications, including a high-quality incremental surface and

color reconstruction application, a 2D-to-3D transfer of fabri-
cated properties, and an open-vocabulary scene understanding
application.
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